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Preface

As far back as | can remember, | have always hatitdaconcerning the adequacy,
in some sense or other, of the predicate calcdlbs. central idea of this book,
however—that the predicate calculus lacks pluréérreng expressions, and that
consequently it incorrectly construes common nasslways predicative—came
to me sometime in late 1995 or early 1996. Sinen th have intermittently
developed this idea, and others to which it gase, rinitially thinking that | would
be able to publish my conclusions in a long papbr.invention in the summer of
2000 of the deductive system developed in Patidlbw, made me realize that my
work would have to be published as a monograptceSinen | have been working
more or less continuously on this book.

| presented parts of my work in departmental cplia in Israel during the
academic year of 1996-7, and in the Second Eurogaamress of Analytic
Philosophy in Leeds, in 1996. Although | receivefég\a helpful comments on these
occasions, it was clear that both the time allat&te presentation on such events
and the state of my work made it unsuited to them.

I gave three seminars on my work at Tel Aviv Unsily, which were very
helpful. | am much indebted to my students in theminars, who are however too
numerous to be named here.

Several friends and colleagues have read this worgarts of it at different
stages of its development, and have made commeattsignificantly contributed
to its improvement. Maria Alvarez read one chapger,did Roger Teichmann.
Stephen Blamey read Part Ill, which contains myudéde system; his comments
and our discussions were very helpful, especialtynfiy discussion of identity. Eli
Dresner and Bede Rundle read my entire manusdfiptstudent Ran Lanzet has
also read the entire manuscript, some parts maredhce, and our discussions and
correspondence were invaluable in many respeet $imilarly indebted to Peter
Hacker, whose influence on my philosophizing algterds beyond the limits of
this work.

My greatest debt is to John Hyman. John too reaémtire manuscript, parts of
it several times, and his numerous comments, ory @assible aspect, were always
extremely helpful. But John’s friendship contribditi® this work in other ways as
well. Among other things, he made possible my swmjpuin Oxford; these
contributed in several ways to my philosophicalelepment, in which our endless
exchanges played a major role. Without John’s kel encouragement, this work
would have been of much inferior quality, if it haxisted at all.
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Because of its very nature, the literature relevantis work is enormous. | am
therefore convinced that | have failed to noticeneavorks which are pertinent to
some of the topics discussed in this book. | wdddyrateful to anyone who draws
my attention to such works. However, since my bakigns concern subjects that
are at the foundation of any logical or semanteotly, it is unlikely that | have
overlooked any influential work on these matters.

The ideas presented in this book can be develapetiditional directions.
Their application to modal logic, for instance, ahd corresponding expansion of
the deductive system of Part I, are rather shifiiggward. Nevertheless, | decided
to avoid any such further investigations in thiokol wanted it to be a focused
argument concerning one fundamental issue. The pbamy further developments
depends on the acceptability of my basic claimsniReations of these claims may
be pursued at a later stage.

I am not a native English speaker, and writingthiis language has been a
constant struggle, in which | am afraid | wasnivays the winner. | have also been
continuously occupied with other projects beside tne. For these reasons, and
others that concern my capabilities, | believe task could be better written. Yet
perhaps it succeeds in making its basic claims etling. The fact that it criticizes
accepted positions, at the core of contemporarpgbphy of language and logic,
might cause some to dislike it; but, | hope, omgne.

H.B.
Tel Aviv, July 2003.

Submitting a book to press is not a reason to ttimfing about the claims made in
it. Indeed, the ideas developed in this book hawgicued to occupy me after its
camera-ready copy had been sent to the publishend discussed these ideas with
many people, presented some of them in confereges®, seminars on my book,
developed some ideas in papers, and more. Conggquegalized that not a few
things in the book could be improved, and | cordimly inserted these
improvements into its manuscript.

The majority of these changes concern clearereptaon of my ideas. But
some go further. At various places | reply to sabgections that can be made or
have been made to my claims. | also corrected smallakes and added some
references. There were also several lacunae tdleeé. fSince all these changes
were gradually inserted, | cannot assess theiratlveffect on the book. They do
not constitute, however, any change in its centeins.

One important revision | would like to mention dewvas a simplification of
some of the derivation rules of my deductive systarsimplification suggested by
Ran Lanzet. | describe it in Part Il below. Rars lsdso made valuable work on a
formal system based on the ideas of this book. Safniteis yet unpublished, but |
hope not for long.
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| did not try to make this revised version intdiierent book, and so | did not
add any material that would have opened new dsor$y say. For instance, much
work on plural quantification, following Boolos, $ideen published since my book
had been sent to print, and a comparison with mgkwgbould be helpful. But |
made this the subject of a separate paper (Ben-2a@%a).

Being the author of this book, | doubt whetheahémpartially assess the truth
of its ideas. However, although several able petj#e to criticize these ideas, |
have not yet met with any criticism that | thoughtlermines them. Whether others
would also think so is still to be seen.

H. B-Y.
Budapest, January 2007.

Last updates: October 25, 2011






Chapter 1

Introduction

Frege’s invention of the predicate calculus, fipablished in hisBegriffsschrift of
1879, has been the most influential event in tehi of modern logic. The predicate
calculus made formal logic an object of study f@amlogicians and mathematicians,
and consequently fundamental logical concepts vetadfied and some notable
logical theorems were proved. Moreover, the cakuddath constituted a language
which many found of philosophical significance, amds used for the analysis of
natural language. Partly as a result, the philogoph language acquired an
unprecedented eminent position in philosophy. Fonestime, many philosophers
thought that it is, or should be, what philosopbgasists in; and although this position
is not prevalent any longer, the importance ofdagid the philosophy of language
both as domains of philosophical investigations #ordother philosophical studies
remains undisputed.

The predicate calculus’ place in logic is so canthat many philosophers,
when they think of logic, think in fact of the calas. Since Frege'’s time the
calculus has undergone several modifications, Huveasions studied and used
today are very close descendants ofBegriffsschrift Any introductory course on
logic devotes much of its time, and frequently mostit, to the study of the
calculus. For many, to speak about logic is to kdxut the calculus.

Moreover, logicians, philosophers and linguistalye natural language by
means of the calculus. When one writes on the &diecm of an ordinary sentence,
one means by it the form of the sentence’s tréoslahto some version of the
calculus. When one analyzes the semantics of hd&mmguage, one does it with the
apparatus of sentential functions, quantifiersjatdes, domain of discourse, scope,
etc., all borrowed from the calculus and exemglifieits formulas.

It is, indeed, usually admitted that Frege's clisuis insufficient for the
adequate analysis of the semantics of natural Egegubut, it is thought, the
calculus needs only to richedin various respects in order to become adequate
for that purpose. The following paragraph from Wigg (1997, p.5) is
representative of the current attitude:

Given the universality and generality of the inssginat originate with Frege, what we now
have to envisage is the final extensiorBefriffsschrift namely the extension which, for
purposes rather different from Frege’s, will evemnfsh it with the counterpart of such
ordinary sentences as “the sun is behind cloudy).(da the long run, the extended
Begriffsschriftmight itself be modified further, to approximaten® and more closely to

the state of some natural language.
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| think that the calculus’ position in contempgrdogic and philosophy of
language is based on mistaken assumptions. In todéne calculus to be used as a
tool for the study of natural language, its sentaggitegories should parallel those of
the latter and be implemented in the same way.| Bope to show in this book that
neither is the case. Most importantly, | shall arghat the way reference is
incorporated in the calculus is fundamentally défe from the way it is incorporated
in natural language, and that as a result preditaind quantification in the two
systems are profoundly dissimilar. Consequentlyferemce, predication and
quantification in natural language cannot be uridedsif one attempts to explain
them by means of the calculus. Thus, the logicsamdantics of sentences of natural
language cannot be captured by the calculus. Grertdi the semantics and logic of
natural language when one studies them by meahs chlculus.

By contrast, the calculus, as a language witmsasécs and logic of its own, is
a legitimate object of study for Logic. And | dotrihink that the calculus involves
any incoherence. Of course, the question then sarigethe calculus cannot
contribute to our understanding of natural langyagey should its study be of
interest? Shouldn’t Logic investigate the languagesially used in the various
fields of knowledge? We shall return to this quasin the last chapter.

A main purpose of this book is, therefore, to dest@te several significant
semantic distinctions between the predicate cadcahal natural language, distinctions
that make the former inadequate for the studyettmantics and logic of the latter.

In order to accomplish this, | pursue variousdagjiand semantic investigations of
natural language. Some of these investigations paesges, however, independent
interest as well. For instance, the system of ahtleduction for natural language,
developed in Part Ill, may be found interestingleipendently of its contribution to
the criticism of the value of the predicate calsuio the study of natural language.
Accordingly, these investigations of semantic aodidal properties of natural
language can be considered independently of tbeiribution to the critical purpose
of this work.

The book is divided as follows. In Part I, | disswplural reference. | explain what
plural reference is, and | show that natural lagguan contrast to the predicate
calculus, uses plural referring expressions. Magtificantly, | argue that common
nouns, in many of their uses, are such expresdiaosisider Frege's and subsequent
arguments to the contrary, and show them to bewnasdhis leads to a discussion
of the nature of reference.

In Part I, | discuss the nature of quantificatibrcontrast quantification in the
predicate calculus with quantification in naturahdguage, and | show that the
absence of plural referring expressions from hisutas made Frege introduce
guantification into it in a way significantly dissilar to the way quantification
functions in natural language. | continue to shoswhmy analysis applies to
multiply quantified sentences and how it avoidsfidifties that confront the
predicate calculus, even in its versions that egngleneralized quantifiers. |
explain the semantic necessity for natural languayelevices like the passive
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voice, converse relations terms and the copulasitracture—all semantically

redundant from the predicate calculus’ point ofwié also discuss anaphora, in
order to show in what way bound anaphors are diffefrom bound variables, and
how bound anaphora functions across sententialemives.

In Part Il | develop, on the basis of the sermartundations laid in the
previous parts, a deductive system for natural dagg. | first introduce my
derivation rules and prove the soundness of myesyst then prove the valid
inferences of Aristotelian logic—the Square of Ogifion, immediate inferences
and syllogisms. | proceed to prove some logicahti@hs between multiply
guantified sentences and some properties of rektid conclude this part by
incorporating identity into my system.

A few preliminary remarks are necessary beforgreeeed. Firstly, although the
semantics usually applied today to the predicdtikts is model-theoretic semantics,
my discussion in this work is not committed to tinigerpretation of the calculus. This
is for several related reasons. Firstly, Fregeyedsas Russell and other developers of
the calculus, did their work before model-theorsgmantics was invented by Tarski.
It might therefore be unwarranted to commit thearkwto a semantics with which
they were not familiar. Moreover, their conceptafnmeaning, in so far as they had
any general theory of meaning, does not alwaysagith model-theoretic semantics.
For instance, Frege’s distinction betwe&innandBedeutunds not incorporated into
that extensional semantics. So a criticism of treglipate calculus as interpreted by
that semantics might be based on features to whieltalculus is not necessarily
committed.

In fact, if we consider how sentences of natusabliage are translated into the
calculus, we see that the calculus is committe¢hly translation to something quite
minimal. Its predicate letters should be interpiede predicates (hence their name),
its singular constants as singular referring exgioes, its sentence connectives as
sentence connectives, and its quantified constngtas parallel to those of natural
language. We can accordingly regard predicatiahéncalculus, for instance, as the
same as that in natural language, without commitbarselves to any theory of
predication. Any further theory of predication slibbe equally applicable to both
languages. Model-theoretic semantics is just och theory, problematic in several
respects (e.g., in being extensional). We shoutdimit the calculus to the way this
theory construes meaning.

Furthermore, the way meaning is sometimes intergriey means of model theory
in contemporary linguistics is definitely unaccdyéa For instance, a proper name—
say ‘John'—is claimed to denote the set of all stdsf the domain of discourse that
contain John as a member. Assuming that we haveumdgrstanding of what we
mean when we say, e.g., that John is asleep,ldis is surely mistaken.

I shall not, therefore, rely on model-theoretimaatics in this work. In particular,
my discussion in Part Il of the achievements of enodormal linguistics will ignore
what | take to be the inessential contributionhig semantics. | shall discuss model-
theoretic semantics only once (note 2, page 33raevhh might seem to offer a reply
to one of my criticisms.
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My second preliminary remark concerns my use offirical terms. Although |
often use terms which are found in the literaturelo not always observe their
accepted meaning. This is for two reasons. Firstiyje are used in different ways by
different authors—in such cases, an accepted ngeashies not actually exist.
Secondly, their explanations or use often presuppesnantic theories to which |
wish not to be committed. | therefore explain mafsthe technical terms | introduce,
even when my use of such a term agrees with somdousd in the literature. My
claims should always be judged on the basis o&tbgplanations.

A related point is that | attempted to make thisknaccessible to students whose
relevant background consists of standard introadyatourses in philosophical logic
and philosophy of language. | therefore introdadhough concisely, some material
with which many readers will be familiar.

My third and last preliminary remark concerns ntyerapt to contrast the
semantics of the predicate calculus with that dfins language. There araany
natural languages, some quite different from edlsran many respects. It therefore
seems that one should discuss the semantics abrthigat natural language, not the
semantics of natural language in general. Andrifaig cast doubt on the coherence of
my project.

However, the semantic properties | am about tolssdo natural language are
such that should be expected if language is tonteffiient tool for describing things
and events of importance for us—and all naturajuages are very efficient at that.
To give an example, unrelated to my discussionvihedd such a semantic property:
although the grammar of tenses differs widely betwsome languages (as it does
between English and Hebrew, say), we should exglecatural languages to have the
means to distinguish between an event being pestept or future. The semantic
properties | discuss in this paper are true oflaaibuages | have checked, which
include such quite dissimilar languages as Indmpemn languages, Semitic
languages and Chinese. For this reason | belieam fjustified in contrasting the
predicate calculus with natural language genenailjpout maintaining that all natural
languages are semantically equivalent in each zeny eetail.

All the same, it is still possible that some of ttemantic observations | make
below do not apply to some natural languages. Hhsuld be empirically
determined, and | have checked but a negligiblebauinof the world’s thousands
of languages (although | have sampled a non-néggighumber of language
families). As | said, constraints that have to dihwhe descriptive power of
language make me inclined to reject this possybiBut even if | am mistaken, the
fact that my claims are true of a wide variety afural languages is sufficient for a
criticism of the value of the predicate calculustite study of the semantics and
logic of natural language.
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Chapter 2

Plural Referring Expressions
In Natural Language

2.1 The Common View on Reference

The predicate calculus distinguishes between twdskiof interpreted symbols that
are not logical constants: individual constantssingular terms, which are said to
denote, designate, “stand for” or refer to particsiland predicates, which can be said
to attribute properties and relations to particitdenoted by singular terms. The form
of the basic sentence of the calculusR¢a;, ... &), where each ofd, ... ‘a;
designates a particular, ar@ is used to say that amplace relation holds between
these particulars, or, in casel, that the single particular referred to has rgaoe
property.

Philosophers and logicians who have studied th@astcs of natural language
applied this distinction to natural language ad.Jlstly, the referring expressions of
natural language have been taken to be singulasiérhis almost universal position
has usually been presupposed without being madiiexp logical discussions, but
some philosophers do state it. Quine, for instanwdégs that ‘one thinks of reference,
first and foremost, as relating names and othgusin terms to their objects.’ (1992,
p. 27) Gareth Evans writes about ‘singular termseferring expressions’ and notes

that ‘these two phrases will be used interchangghbbughout’ (1982, p. 1). He then
elaborates (ibid., p. 2):

In coupling a referring expression with a predicatgy ‘smokes’, a speaker intends to be
taken to be making a remark about just one paatictling—a remark that is to be
determined as true or false according to wheth@esane indicated individual smokes. So
it is said that the role of a referring express®that of indicating to the audience which
object it is which is thus relevant to the truthuesof the remark.

And similarly, Stephen Neale writes (1990, p. 5hts 1995, p. 765):

With respect to natural language, | shall use ‘genueferring expression’ (or ‘genuine

singular term’) to cover ordinary proper names, diesiratives, and (some occurrences) of
pronouns.
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In consequence, philosophers maintain that prédigaas Quine writes, ‘joins
a general term and singular term (1960, p. 96; italics added). We refer to a
particular and say something about it.

Secondly, common nouns, even when in the gramahatidject position, are
taken to be logical predicates, like adjectives eenbs. In a purported translation of
sentences of natural language into the predic#talas, all these parts of speech are
translated by predicates.

Frege introduced this assimilation into moderndaiready in hiBegriffsschriff
by treating common nouns in the subject positiorloggcal predicates. He there
translates the subjectS‘in the four Aristotelian subject—predicate sects)
‘All/lsome S are/aren't” by a predicate (1879, § 12). Similarly, he taktescommon
noun ‘house’ to be a predicate, and translatessémence ‘There is at least one
house’ into his calculus as ‘Not(aiNot(Housex)’, where ‘House’ is a predicate
(1879, 812, note; 1 am not using Frege’'s own symifor negation etc.). And
predicate letters, Frege says, attribute propedigarticulars (ibid.). The assimilation
of common nouns to predicates reappears in allatés writing (see especially his
‘Uber Begriff und Gegenstand’, pp. 197-8). Fregaialysis was almost unanimously
accepted by later logicians.

Quine writes on the topic as follows (1960, p. &6his 1981, pp. 164-5):

It happens that the separation of roles into thibatcall for the substantival form, those
that call for the adjectival, and those that catlthe verbal has little bearing on questions
of reference. Our study can consequently be simglily viewing substantive, adjective,
and verb merely as variant forms given to a geniemah. Thus we may best picture
predication in the neutral logical schematigfa’; understood as representing not oray *
is anF’ (where F' represents a substantive) but alsois F' (where F' represents an
adjective) anda Fs’ (where F' represents an intransitive verb). Predicatioillustrated
indifferently by ‘Mama is a woman’, ‘Mama is bigind ‘Mama sings’. The general term is
what is predicated, or occupies what grammariatigpredicative position; and it can as
well have the form of an adjective or a verb as dfia substantive.

Quine discusses in this paragraph common nouns‘é@man’) in the grammatical
predicate position, but he applies his analysish&se nouns in the grammatical
subject position as well.

Linguists who study the semantics of natural lagguwere influenced by formal
logic in their analyses. Consequently, they toerjmet common nouns and adjectives
similarly, taking both to attribute properties t@rficulars (Keenan, 1996, p. 42).

Philosophers and logicians ascribe the referefutiation to singular terms, and
take common nouns to be predicates, like adjectindsserbs.

2.2  Plural Reference

I think this prevalent view is mistakeiNatural language, in contrast to the
predicate calculus, has plural referring expressioas well And while the
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predicate calculus conflates the common nouns afirala language with its
adjectives and verbs, treating all as predicasimon nouns are often used not as
predicates, but to refer to particulars

| shall try to establish these two claims in thést of my book. Common nouns
as referring expressions will be the subject offtilewing two chapters; in the rest
of this chapter | shall try to explain the natufeplural reference, and to establish
the existence of irreducible plural referring exgsiens in natural language.

The nature ofeferences complex (I shall discuss it to some exterCiapter 5).
By contrast, what is involved iplural reference, vis-a-visingular reference, is, |
think, straightforward. Whatever reference is, \@e cefer to a single person, say by
means of a word. ‘Who is living in this house?—Hda here we referred with a
word, ‘John’, to a man, John. Now do that sevéna¢s in a row, each time referring
to a different person, and you have plural refezeor instance: ‘Who is living in
that house?'—'John and Mary'. Or ‘John and Maryéawrived’ in contrast to ‘John
has arrived’. Whatever is achieved in referringatgingle person or thing can be
achieved with respect to several persons or thamgswe then have plural reference.

When | talk about plural reference | mean refgrtim more than a single person
or thing. Idon’t mean referring to a set with many members, tonapéex individual,
or to any other variation on these ideas. | meareaing with relation to more than a
single thing what is achieved by reference to glsithing.

In my examples, the singular referring expressivage connected into a plural
noun phrase by the word ‘and’. But it seems tha& tord’'s function is not to
contribute to the manner of reference, but to mgichow the predicate—living in
this house’ and ‘has arrived’ in my examples—shapgly to the persons or things
referred to. If one replied to the question ‘Whdiwéng in this house?’ by saying
‘John or Mary' instead of ‘Johrand Mary’, still the sametwo persons would be
mentioned or referred to, and we would have ph@farence; only this time the reply
would be correct if at least one, and not necdgdaoth, were living in that house.
Plural reference can be achieved by connectingraepeoper names into a noun
phrase either by conjunction, disjunction or bdfe{er, and John or Mary’). The fact
that the connecting of names, but not the speaifimective or connectives used for
that purpose, is responsible for plural referencsuich cases, hasn't been noticed by
most writers on plural reference.

| used proper names in my examples of plural nefgrexpressions, but other
singular referring expressions are often useddasdtways too. Pronouns such as ‘I' or
‘she’, demonstrative phrases like ‘this man’ oattivoman’, and definite descriptions
like ‘the man over there’ or ‘my sister’ should oould be similarly used in
appropriate circumstances. And | joined only twieming expressions for the sake of
brevity alone. Longer constructions are often used, the limitations in practice on
the length of such lists seem not to arise ouhgfsyntactic or semantic principle.

In each of my examples of plural reference | cotettwo words, each referring
to a single person, to achieve plural referencé.oBae it is admitted that this kind of
reference can be achieved by several singularirgezxpressions in a row, there is
no reason why it could not be achieved by a sip@lleal one. ‘Who is living in this
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house?—The Browns’, ‘They do’, ‘These people’, yMparents’: here reference to
several people, who might be the John and Mary wf grevious examples, is
achieved by a single expression or word. (Althoaghural referring expression is in
most cases a plural noun phrase, these semantigranunatical categories do not
coincide: ‘trousers’, a plural noun, is often ussd singular referring expression.)

It thus seemprima facieplausible to maintain that plural pronouns (‘wggu’,
‘they’), plural demonstrative phrases (‘these’etk books’, ‘those pictures’ etc.) and
plural definite descriptions (‘the books you gave',fimy books’, etc.) are often used
to refer to more than a single thing. (All thesg@ressions may have other, non-
referential uses, as well.) Additionally, expreasidike ‘the Browns’, which are
grammatically plural definite descriptions, seemfunction occasionally somewhat
like a plural proper name.

Moreover, the uses of singular referring expressare paralleled very closely by
the use of plural expressions—I shall describe ethegrallels in some detail in
Chapter 5, where | discuss reference generallys phrallelism supplies us with a
very good reason to consider these uses of phapagssions referential.

Of course, this is not the way such expressione ligually been construed by
contemporary philosophers and linguists. Since he predicate calculus the
referential function is limited to singular refewi expressions, most philosophers and
linguists, as was demonstrated in the previousosgdtave thought of reference as
essentially singular. Accordingly, one has usu#llgd to reduce apparent plural
referring expressions like ‘we’, ‘these men’ and/‘sisters’ to the semantic categories
recognized by the calculus. | shall examine théificegtion and success of these
attempts in the next section. Yet, once it is admiithat plural reference can be
achieved by conjunctions and disjunctions of siaguéferring expressions, there is
no reason why one canrsitpulatethat a given expression, say ‘the Browns’, is also
to be used as a plural referring expression, dasignJohn and Mary Brown. And if
such a stipulation is possible, and moreover naturd useful, then it seenpsima
facie implausible that this is not a way in which thigpeession, and probably
expressions of other kinds as well, are actuakylus natural language.

As | have just noted, most philosophers and linguigho have discussed plural
referring expressions in the twentieth centurydttie reduce them to other kinds of
expression. This has changed, however, roughlyndrd®000, with a wave of

publications in which authors argued against thgudarist prejudice and developed
various kinds of logic and semantics that contaipkaal referring expressions.

Error! Reference source not found. X

! These include Yi, 1999, 2005-2006; Ben-Yami, 2AQ4, 2006; Oliver and Smiley, 2001,
2006; Rayo, 2002; Linnebo, 2003; McKay, 2006; afelraothers.



Plural Referring Expressions in Natural Language 11

think it can therefore be said that by now the idéalural reference has become
familiar. My discussion below, that was originaliended, among other things, to
clarify the idea, has consequently become lessiigisie this respect. | have left it in
place, though, because it also supplies an outfiribe history of the idea of plural
reference in the twentieth century, and emphasinese distinctive features of my
approach.

The most prominent philosophers in the previougwg of those who have not
found a reduction of plural reference necessaryparbaps Peter Strawson (1950,
1952) and Peter Geach (1962). My analysis of diizatton, and not only of plural
reference, being close to theirs in some respkstsll postpone the comparison of
our views to Part Il of my book @3), in which quantification is discussed. | shall
also discuss there (p. 97), for similar reasong)l@s semantics of second-order
logic, which involves plural reference. Here | $fmaéntion a few other philosophers
who have discussed plural reference in their woring the last century.

| start with Max Black, who may have been influethdy Geach, with whom he
was well acquainted. Black noted very clearly tlxéstence and nature of plural
referring expressions in ordinary language (19p1628-9):

The most obvious ways of referring to a single ghame by using a name or a definite
description: ‘Aristotle’ or ‘the president of thenited States’. Equally familiar, although
strangely overlooked by logicians and philosophars, devices for referring to several
thingstogether ‘Berkeley and Hume’ or ‘the brothers of Napoleddere, lists of names
(usually, but not necessarily, coupled by occumenaf ‘and’) and what might be called
“plural descriptions” (phrases of the form ‘thead-so’s’ in certain uses) play something
like the same role that names and singular degmigpdo. Just as ‘Nixon’ identifiesne
man for attention in the context of some statem#érg, list ‘Johnson and Kennedy’
identifies two men at once, in a context in whicimsthing is considered that involves
both of them at once. And just as ‘the Presidenthef United States’ succeeds in
identifying one man by description, so the phraise American presidents since Lincoln’
succeeds in identifying several, in a way thatvedlgomething to be said that involves all
of them at once.

Black proceeds to demonstrate how natural the qurafeplural reference is:

The notion of “plural” or simultaneous referenceséweral things at once is really not at all
mysterious. Just as | can point to a single thirggn point to two things at once—using
two hands, if necessary; pointing to two thing®mte need be no more perplexing than
touching two things at once.

My conception of the relation of plural referenece dingular reference resembles
Black’s. | do not think, though, that plural refece must be compared to the kind of
simultaneous pointing that Black mentions. Whensas ‘Berkeley and Hume’, the
names are uttered consecutively, not simultaneeteshd we can similarly point to
several people by pointing to them one after amoihe can also point with a single
gesture to several people standing close to e&e. ot
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Black adds, however, only very little to what Ivhajust quoted; the radical
consequences of plural reference to logic and sereahat | discuss below were
missed by him. Moreover, Black mentions only pludaffinite descriptions and
conjunctions of names as examples of plural refgréxpressions. The use of
common nouns in quantified noun phrases to refenday things at once, which |
discuss in the next chapter, seems to have eluded h

Peter Simons has also made use of plural referentés discussion of the
nature of number and of set theory (Simons, 198%Hich are all page references
below). On his work on sets he writes that itiiséilarge part a development of the
line of thought opened up in particular by Black [tefers to Black's 1971 paper],
who first formulated with clarity the view that sedre to plural terms as individuals
are to singular terms’ (p.200). By plural terman8ns means ‘the sort of
expression which can be used to refer to more ¢menthing at once’ (p. 165). He
counts as plural terms plural definite descriptjopliral demonstratives, plural
personal pronouns, name lists (‘Tom, Dick and Hgrimixed term lists (‘Jason
and the Argonauts’), and—'if there are any’'—plupabper names (ibid.). Simons
calls the several individuals designated by a pléeam a manifold and he
emphasizes that ‘there is no difference betweenntheifold, and the several
individuals, despite the fact that we can talk @beumanifold’ (p. 166). Simons
specifies parallels between singular and plurahsefibid.):

Just as one and the same expression which is @lasirigrm may on different occasions of
its use denote different individuals, so one plueain may also on different occasions
designate different manifolds. Just as ‘the Presidéthe United States’ denotes different
men at different times, so ‘Farmer Brown's prizecchef Friesians’ may on different
occasions designate different manifolds of be&stsilarly, just as two terms with different
meanings may yet have the same referent when amgal two plural terms with different
meanings may yet have the same referents.

I am in agreement with Simons about these featofgdural reference. As |
noted above, among plural referring expressionsnisider also lists of singular
referring expressions connected by a disjunctiod, ot only by a conjunction—
the connective indicates the way the predicateieppd the particulars referred to,
and does not affect the manner of reference. Bsiigka minor point. The essential
difference between Simons and me is that whilenk@®er common nouns, in some
of their uses, plural referring expressions, Simexglicitly rejects this possibility.
On ‘general terms, such as “man”, “hooded crowgrde with a wooden leg” etc.’,
which he callcommon noun phras€€NPs), he writes (p. 206): ‘I believe Frege
was right in considering such general words ancg#s ... as being inherently
predicative rather than referential...’. And furtler he adds: ‘A plural term like
“the people in this room” is to be sharply distilgied from the (plural) CNP
“people in this room”. ... Semantically, CNPs do wbthemselves make definite
reference to things’ (p. 207). (Simons indeed writeat he does not ‘consider
CNPs to besimplypredicates’ (pp. 206-7), but this is mainly fongctic reasons,
as is clear from his note 29 to page 209.)
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My rejection of Frege’s analysis of common nousspaedicative and their
analysis as plural referring expressions will leagl below to a radically different
analysis of quantification, as well as of many otleatures of natural language. By
contrast, Simons’ acceptance of Frege's analysisgdrhim to adopt Frege’s
predicate calculus. The formal language Simons ldpge(pp. 215-36) is not a
departure from Frege’s calculus but amlaboration of it—mainly by the
introduction of plural terms and plural variabl&bus, although our conceptions of
plural reference are similar, we identify signifitiy different expressions as plural
referring ones, and in consequence what we takeetthe implications of plural
reference for logic and semantics are radicallgidigar.

Another author who did not try to reduce plurderang expressions to other
kinds of expression is Peter van Inwagen, in Miterial Beings(1990). Van
Inwagen counts, as plural referring expressiongrapldefinite descriptions and
conjunctions (but not disjunctions) of proper naraed definite descriptions. He
never explains what he means by plural referericegeshe claims, ‘the idea of
“plural referring expression” has sufficient curcgh(p. 23). Yet in his note to the
qguoted sentence (note 7, p. 286) he refers onlBlack’s 1971 paper and to a
paper by Adam Morton (1975), whose conception ofglireference iseductive

Van Inwagen’s discussion of plural reference @#8) is far removed from
mine. Firstly, like Black and Simons, he does notirt common nouns among
plural referring expressions. Secondly, he usesapleferring expressionsnly
with variably polyadic predicates, i.e., ‘predicatpntaining free plural variables’
(pp. 23, 28), that usually express multigrade retat (for the exceptions, see van
Inwagen’s reservations on page 28). Van Inwagens dog explain what a
multigrade relation is, but his examples and hisitneed reference to Morton’s
paper make that clear. These are relations exptdss@redicates like ‘are in a
minority’, ‘are quarreling’ or ‘are carrying a beamvhich do not take any fixed
number of arguments; the subject of ‘are in a nifpacan be a list of names of any
length (Morton, 1975, p. 309; the concept and terenderived from Goodman and
Leonard, 1940). By contrast, | think that most jicates can be used withoth
singular and plural referring expressions; ‘asleéq’ instance, should not appear
with a plural referring expression according to Mamwagen, but that is what
happens, | claim, in ‘The children are asleep’.tlyadike Simons, van Inwagen
tries toenrich the predicate calculus by adding to it plural abkes and existential
and universal plural-quantifiers (pp. 25-6). By tast, | shall rely on my claim
that common nouns in quantified noun phrases degrigg expressions to supply
analternativeanalysis of quantification in natural langugge.

Error! Reference source not found. Xiii

2 Adam Morton also gives ‘a formal account of mutiide relations and some related idioms’
(1975, p. 309) that is based on the first ordedipe¢e calculus. In contrast to van Inwagen,
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The last author who has written on plural refeeeand whom | shall discuss in
this section is Byeong-uk Yi. In his paper ‘Is Tad’roperty?’ (1999) Yi argues, like
Black, Simons and others before him, and agaiessténdard conception, that many
things as such can instantiate a property. He gixamples of two kinds of such an
instantiation. The first involves multigrade pro@s and relations—e.g., ‘live
together—which, like van Inwagen and unlike Mortdfi construes non-reductively.
The second involves numerical properties—e.g.,r&es and Plato are two'. Yi, like
Simons, thinks thabeing twois a property, instantiated by many things as guch
shall discuss this view shortly). Yi develops aidogf plurals, similar to van
Inwagen'’s, ‘which extends elementary logic to dgtife to logical relations involving
plural constructions’ (p. 177). The expressionarentions as plural referring ones
are those mentioned by van Inwagen; nowhere doaghéon the idea that common
nouns function occasionally as plural referringregpions.

Yi's conception of plural reference is not engredlear to me. Although his
position, as | have just described it, would leaé to think that Yi's idea of plural
reference should be similar to Black’s, Yi writé tfollowing on plural reference,
which | do not know how to interpret (p. 176):

The plural term ‘Bill and Hillary’ ... refers to sontaings, namely, Bill and Hillary (as
such). This does not mean that the plural termrgéfeBill and also to Hillary; it refers to
neither of them. A typical plural term refers tar@othings without referring to any one of
them.

| cannot see what referring to Bill and Hillary ut referring to Bill could mean;
rather, it seems to me that ‘Bill and Hillary’ regeto Bill and Hillary precisely
because it ‘refers to Bill and also to Hillary'.

In addition, Yi distinguishes (p. 187) between -plece predicates and their
plural expansions, which he writes as, for instatisea-human’ and ‘is-a-hum&n
respectively. The latter predicate indicates, atiogrto Yi, a property which is the
plural expansion of its singular base, a baseishatlicated by the former predicate.
But the property ascribed to Plato and to Plato Soctates in ‘Plato is human’ and
‘Plato and Socrates are human'’ is one and the saonds the predicate expanded or
changed in the passage from a singular to a gutgéct.

As | said, Yi thinks thabeing twg for instance, is a plural property. Similarly,
Simons maintains that ‘number is a property of mwkthings of a kind which | call
manifolds (p. 161). Now | do think that the ascription afmber, as in

Plato and Socrates are two philosophers,

Morton gives areductiveanalysis of plural referring expressions: he areyplural definite
descriptions as predicates, and predication onnguiection ofn names as predication by a
multigrade predicate witihh arguments (pp. 309-11). His purpose, translatmgdalculus of
individuals into his notation, is very differenbfn mine, and his analysis of natural language
may have served him only as a point of departure.
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involves plural reference. But this does not erteit ‘two’ in that sentence is used to
ascribe a property to Plato and Socrates. Yi thinkees because he reduces such
sentences to conjunctions—in this case, ‘Plato $ocrates are two and Plato and
Socrates are philosophers’ (pp. 171-2). He thezefonsiders botbeing twoand,
say,cooperateplural properties. But the reduction he proposésiplausible. Firstly,
‘Plato and Socrates are two’ feels like an ellipgiseems that a count noun—for
instance, ‘philosophers'—must be implicit. Seconakg can say the following:

Socrates and Xanthippe are two Greeks and oneeoupl

Similarly, four persons may be one family, and sedays are one week. This shows
that how to count a number of people or things dép®n how we classify them; it is
doubtful whether ‘pure’ numerical properties, ascéils them (p. 188), likbeing
two, make any sense. Thirdly, a reduction as Yi suggdsove would not work with
an example such as

Plato, Socrates and Thucydides are two philosogimet®ne historian.

This fact is difficult to account for on Yi's apgach, since this last sentence should
be, according to him, semantically similar to ‘BlaSocrates and Thucydides are
intelligent Athenians and impressive Greeks’, whigheducible to the appropriate
conjunction. Fourthly—and this objection appliesSimons as well—it would seem
strained to claim that ‘a few’ is used to ascrig@perty in, for instance

Avristotle, Plato and Socrates are a few philosapher

And similarly for other quantifiers. Simons ands¥iould in this case justify why only
some quantifiers ascribe properties in such usestlyl. ‘two’ is not used to ascribe a
property when it is used as a determiner in a pdwase used as a subject term—e.g.,
‘Two philosophers are Athenians’. And this is tofether, non-numerical quantifiers
as well. So Simons and Yi should account for thial dise of numerical quantifiers
according to their analysis, a dual use which isparalleled in the case of other
predicates.

| therefore think that it is more plausible tosslify ‘two’ and other number-words
as quantifiers, when they are used as determiitbes @ the subject term or in the
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predicate, and accordingly, following the mediewaddition, to consider them
syncategorematic terms. This will be my approatgr ia this book (8.1.5).2

Although the concept of plural reference seemsgstifarward and innocuous, it is
still possible to maintain that on closer inspettiv will reveal some logical
incoherence, at least if used in tandem with soxpeessions of other semantic kinds.
This indeed seems to be Strawson’s position witspeet to plural referring
expressions formed by a conjunction or disjunctiésingular referring expressions.
Strawson argued (1974, chap. 1, § 1.2) that if dwaitaconjunction and disjunction
of predicates (‘tall and handsome’, ‘tall or hanu®d in logic, we cannot
coherently admit conjunction and disjunction of eanof particulars (‘John and
Mary’, ‘John or Mary’). Admitting both, he arguedpuld enable us to make some
invalid inferences.

For instance, from the premise ‘John or Mary i &ad John or Mary is
handsome’ we could derive the sentence ‘John ol Ndatall and handsome’; and
from that sentence we could derive the conclusitwhn is tall and handsome or
Mary is tall and handsome’. But while the premisérue in case John is tall while
Mary is handsome, the conclusion is then false. akaltel argument can be
constructed with subject-conjunction and predicisginction.

As | said, Strawson concluded from this that wencea coherently admit both
subject combination and predicate combination gicloHe further argued that
only the latter should be admitted in logic. Iftheere the case, then at least some
kind of plural referring expressions would be |@dig unacceptable. It is unclear to
me what such unacceptability would imply concernpbgral reference in natural
language. But whatever these implications mightlbghall try to show that the
incoherence Strawson noted is avoidable even ih sotbject- and predicate-
combination are admitted in logic.

To avoid the mentioned invalid inferences, we #halefine (Definition 1) a
sentence with predicate conjunction (or disjundtias equivalent to a conjunction
(or disjunction) of sentences only in case theestiierm is singular. That is, ‘John
is tall and John is handsome’ would be defined qagvalent to ‘John is tall and
handsome’; but ‘John and/or Mary are tall and Jahd/or Mary are handsome’
should not bedefinedas equivalent to ‘John and/or Mary are tall anddsame’.
We can then define (Definition 2) ‘John Fsand/or Mary isF’ as equivalent to
‘John and/or Mary are/iB’, whether or notF’ is a compound predicate. Returning

Error! Reference source not found. XVi

3 Two other philosophers who have favorably mentiopleral reference are David Armstrong
(1978, pp. 32-4) and David Lewis (1991, pp. 62-They each derived the idea from some of
the works | discuss in my book, and did not devéityeyond what can be found there.
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now to Strawson’s argument, these definitions bkbekinference from the premise
‘John or Mary is tall and John or Mary is handsotoethe sentence ‘John or Mary
is tall and handsome’. On the other hand, we cdhuste them toprove the
equivalence of ‘John and Mary are tall and JohnMady are handsome’ to ‘John
and Mary are tall and handsome’:

John and Mary are tall and John and Mary are haneso

John is tall and Mary is tall and John is handsameé Mary is
handsome. (By Def. 2)

John is tall and John is handsome and Mary isatadl Mary is
handsome. (Reordering of conjuncted sentences)

John is tall and handsome and Mary is tall and same. (By
Def. 1)

John and Mary are tall and handsome. (By Def. 2)

Each sentence is equivalent to the one precedamgdrding to the rule cited in the
parenthesis following it. The first and last sexcgshare therefore equivalent.

Strawson himself maintained (ibid., p. 8) that Bmeglish sentence ‘Either Tom or
William both rides and drinks’ is read in accordandgth the definitions | suggested,
and that in its case the invalid inferences aredrmssible in English. These
definitions are therefore not ad hoc. They wilbdie seen to be in agreement with the
deductive system developed in the last part ofttbigk. They may, however, impose
on natural language more logical order than it lgitdhi perhaps some sentences that
involve both subject- and predicate-combinatio@ ambiguous. In any case, the use
of such plural referring expressions surely exist®atural language, and at least
much of it can be maintained without entailing &gjcal incoherence.

Strawson’s ultimate reason for rejecting subjesinigination and preferring
predicate combination is his thinking of a conjiwetor disjunctive subject term as
designating, respectively, a conjunctive or disfiwecparticular (1974, pp. 27-9; cf.
his 1970, pp. 109-10). As if when we say ‘John Mty are tal’ we refer to a
particular which is the union of John and Mary aag that it is tall. Such particulars
are clearly problematic, but they are certainly wbit a conjunctive subject term
designates. When we say that John and Mary aregaléfer to two particulars, and
we refer to them aswo particulars, and say that each of them is tall. bizarre
conjunctive (or disjunctive) particular is intended\ccordingly, Strawson’s
metaphysical reason for rejecting subject comlonas also flawed.

My conclusion in this section is, therefore, thheé tidea of plural reference is
straightforward, and that various expressions iturah language seem to be
frequently used as plural referring expressionses€hinclude plural pronouns,
demonstrative phrases and definite descriptiond, camjunction or disjunction of
singular and plural referring expressions. In fadbelieve that once the semantic
category of plural referring expressions is pointed, it seems so natural that its
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absence from a system of logic and semantics whichorts to analyze those of
natural language strikes one as unjustified.

We should now proceed to examine why this has rg#pebeen denied by
philosophers and linguists, and whether their rédeianalyses have been successful.

2.3  The Implausibility of Reductive Analyses of PluralReferring
Expressions

In this section | shall argue that the attempteettuce plural referring expressions
to expressions of other kinds are unjustified lnguiistic phenomena, and that the
sole motivation for these attempts seems to be presupposition that the
functioning of these expressiontustbe analyzable by the semantic resources of
the predicate calculus. | shall also try to shouat tfie reductions that have been
suggested are either mistaken or implausible.

Philosophers and linguists have suggested vapausphrases of sentences in
which there are apparent plural referring expressiparaphrases that contain only
expressions belonging to semantic kinds that teelipate calculus recognizes—
singular referring expressions, predicates, comvextand quantifiers. It is indeed
possible that some of these paraphrases have the sath-conditions as the
sentences they paraphrase. Still, this would niatilehat the paraphrases reveal the
way the expressions function in the paraphrasetesees. As Wittgenstein has
remarked Philosophical Investigationg 22):

We might very well also write every statement ie form of a question followed by a
“Yes”; for instance: “Is it raining? Yes!” Would isishow that every statement contained a
guestion?

Similarly, ‘p&q and ‘~(~pV~q)’ are logically equivalent, yet the first senterumes
not contain, in a covert form, negation and disjiam; nor does the second implicitly
contain conjunction. Likewisep* and ‘p&(qV~Qq)’ have the same truth-conditions,
yet the former is not synonymous with latter.

The question we shall be asking is what are thelsvdoing in the analyzed or
paraphrased sentence, the one containing appduegitreferring expressions? | shall
try to show that even when the paraphrase may thaveame truth-conditions as the
paraphrased sentence, it is implausible that ivshibat what seemed to be a plural
referring expression is actually an expression dffferent kind. The nature of the
implausibility will consist in two things. Firstlyin the assumption of a large gap
between what we take ourselves to mean, as theésésled by our common or garden
explanations, and what we are supposed to mearrdimgoto the paraphrase.
Secondly, in the use in the paraphrase of theaftetancepts—such as those of a set
and of membership in a set—which are supposed tsée by anyone who uses the
paraphrased sentence, including those who havéde®t taught these theoretical
concepts. If we were trying to devise a languadb am expressive power resembling
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that of natural language, but having a narrowegeasf semantic kinds of expression,
then such paraphrases would serve our purpose.oButproject is different:
understanding the way certain expressions congritauthe meaning of sentences.

I understand by asemantically isomorphic translatiora translation that
translates every expression or feature with a fipesemantic function by an
expression or feature with the same semantic fonctilf plural referring
expressions are irreducible to expressions of osemantic kinds, then the
predicate calculus is incapable of supplying seioalty isomorphic translations of
sentences of natural language that use the forxpeessions.

Let us examine the sentence

1 Paul is asleep.

It is translated into the predicate calculus as
2 Pa

where &' translates ‘Paul’ andP’ ‘is asleep’. ‘Paul’ is taken to be a referring
expression, and is translated by the referring esgion &'. Although the speaker
would usually identify Paul by some of his propestiincluding the way he looks),
‘Paul’ is not a predicate attributing these prajsrbut an expression used to refer to
Paul. And even if one maintains that a proper nhagsomething like what Frege
called Sinn, ‘Paul’ does not designateSinnbut Paul.

Similarly, the sentence

3 He is asleep,

uttered, say, while pointing at Paul or as an answthe question ‘Where is Paul?’, is
also translated ada, where @' translates ‘he’, which is taken to be a referring
expression, used on this occasion to refer to Parhaps, as has been suggested by
some, singular terms of a different kind shouldnteduced into the calculus in order
to translate pronouns, demonstratives and indesxisalthat they will be distinguished
from proper names; but the function of these temmsld still be to refer. And as with
the name ‘Paul’, the fact that the speaker woulallisidentify the person whom the
pronoun designates by certain of his propertiegsdwt turn this pronoun into a
predicate attributing these properties.

Let us now look at the sentence

4 They are asleep,

uttered, say, while pointing at an unknown numbgemple sleeping in a room. The
speaker uses the word ‘they’ to refer to these lpesijthey’ is a referring expression.
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Again, the speaker would usually identify the peagiferred to by means of some of
their properties; but as with ‘Paul’ and ‘he’ abpthgs is no reason to consider ‘they’
a predicate attributing these properties. The amigortant semantic distinction
between ‘they’ in (4) and the singular expressi®ail’ in (1) and ‘he’ in (3) is that
‘they’ is aplural referring expression, denoting several particulatanguage and its
use justify considering ‘Paul’ and ‘he’ in theseesiseferring expressions, then they
justify considering ‘they’ in (4) a referring exjgson too.

Can one translate (4) into the predicate calcubisee the calculus does not
contain plural referring expressions, one wouldeht substitute other expressions
for ‘they’. Should one substitutepedicatefor it, say Q', and then translate (4) as,
for instance:

5 (every)(Q x® Asleepx)?

Even if a predicate that yields the same truth-ttmm can be found, this will not
justify the claim that ‘they’ in sentence (4) istwlly this predicate, or part of a
construction in which this predicate is used, aélbeian opaque way. Since such a
claim was not justified when translating (1) and, (8 is not justified here either.
Moreover, no predicate or quantifier is explicitsantence (4), so the meaning of a
claim that a predicate or quantifier is in somesseimmplicitly contained in it is
unclear. Of course, the speaker may be thinkingaats of things—as he or she has
done while uttering sentences (1) and (3)—but tiestion is, what does tlsentence
contain.

| believe it is clear that no sentence of the fofn5) is semantically isomorphic
to sentence (4). And no other sentence of the gaticalculus is: the predicate
calculus cannot translate sentence (4) by a seraliptisomorphic translation
because it lacks plural referring expressions.

| shall next discuss sentences in which singular @loral definite descriptions are
used in the subject position. For instance:

6 My child is asleep.
7 My children are asleep.

In his paper ‘On Denoting’ of 1905, Russell maimtd (p. 488) that sentence (6)
means the same as

8 One and only one entity is a Child of mine, #rat one is asleep.
In sentence (8), ‘Child of mine’ is a predicated &inis sentence can be translated into

the predicate calculus while preserving the préieaole of ‘child of mine’ by, for
instance,
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(There is ax)((everyy)(Child-of-miney  y=Xx) & Asleepx).

(A closer approximation to the syntax of (6) candobieved by introducing binary

quantifiers; see sectiofi.4 below.) The early and wide acceptance of Rissel
analysis made it natural to regard sentence (7ascan implicitly quantified sentence,
in which ‘Child-of-mine’ is a predicate, and torisdate it on the lines suggested by
(8) above. For instance:

(everyx)(Child-of-minex® Asleepx).*

Russell's analysis was later very strongly cagéd by Strawson (1950). Contrary
to Russell, Strawson considered many of the defagiscriptions Russell discussed to
be referring expressions. Strawson’s criticism pogition were accepted by many,
yet many logicians still think that Russell's arsidyis at least approximately true.

In this work | adopt Strawson’s positiothat is, | shall assume below that
singular definite descriptions, in some of theiesjsare referring expressions, and not
quantified constructions or ‘incomplete symbolstieé kind Russell took them to be.
| shall not defend this position here, though, sisach a defense would constitute a
long digression. | believe the fact that Strawsop&sition is recognized as a
defensible option in contemporary semantics estitie to do that.

I shall nevertheless note that even if the csitii leveled against Russell by
Strawson and others can be fndite original puzzles that drove Russell into his
prima facieimplausible analysis were resolved by Strawsos@19964). The only
motivation left for adopting Russell's analysis shseems to be that it is the only
analysis available if one is limited to the semanttegories of the canonical version
of the predicate calculus. In this book | provideesal reasons for considering the
calculus impoverished in its semantic categoriespared with natural language. If |

Error! Reference source not found. XXi

4 Cf. Neale, 1990, pp. 45-6. We would get an evesetlrelationship between the singular and
plural case if we translate Russell’'s paraphras (e equivalent form

(There is arx)(Ch.x) & (everyx)(everyy)(Ch.x& Ch.y  y=x) & (everyx)(Ch.x
Asleepx),

which is a conjunction of an existence conditiomiqueness condition, and universal
predication. We can then translate sentence (7) as

(There is anx)(Ch.x) & (everyx)(Ch.x  Asleepx),

where the uniqueness condition, specified bynilvaberof the definite description, has been
omitted.

® See the variety of positions in Reimer and Bealidet (2004).

% The best defense of a Russellian analysis | ksdveale’s, in hi©escriptions
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am right, it would be unreasonable to insist onoa-intuitive analysis of definite
descriptions only because that is probably all thatalculus can offer.

All the same, as | would not like the case for apecific claims on plural
reference and quantification to unnecessarily démena controversial position, this
assumption will not play any essential role in myuanents. | shall use what | take to
be referential definite descriptions, singular ghdal, only for additional illustrations
of my claims.

If we adopt Strawson’s position with regard to tiee of ‘my child’ in sentence
(6), ‘My child is asleep’, then it seems that weudd also consider the use of ‘my
children’ in (7), ‘My children are asleep’, refetih The function of the latter
expression in language and communication pardhatsof the former, apart from the
fact that it is used to make an assertion abouent@n a single individual. It is clear
that any attempt to supply a semantic analysis7pftifat eliminates the apparent
referential role of the plural definite descriptiomy children’, while allowing that the
singular definite description ‘my child’ in (6) dedunction referentially, would be
motivated only by a prejudice against the accelfityabof plural reference. As
logicians consider their analysis acceptable oftr &aving shown how it enables a
translation of the analyzed sentence into someovers the predicate calculus, it is
evident that this prejudice is a result of the abseof plural referring expressions
from the calculus.

Let us next consider sentences in which the gramahadubject is formed by a
conjunction of singular referring expressions. iRgtance:

9 Tom and Jane went to sleep.
10 Tom and Jane mowed the whole meadow.

Sentence (9) is true if and only if its predicapplees to each of the particulars its
conjuncts denote; i.e., Tom and Jane went to sfeapd only if Tom went to sleep
and Jane went to sleep. By contrast, accordingetoniost salient reading of sentence
(10), Tom and Jane mowed the whole meadow onlgither Tom mowed the whole
meadow nor did Jane. Predication as in (9) is ddistributive while that in (10) is
callednon-distributiveor collective

If we consider ‘Tom and Jane’ in both (9) and (&Q)lural referring expression,
designating Tom and Jane, then the semantic steusfioth (9) and (10) is clear. In
both sentences two persons have been referred ta predicate has been used. Since
‘went to sleep’ is distributive and the names ing@& connected by a conjunction, the
predicate should apply to both persons mentionethg names were connected by a
disjunction, the predicate should apply to at |leas#; cf. above, p. 9.) While since
‘mowed the whole meadow’ is used collectively ie tteading of (10) we are now
considering, it should apply to both persons meetitiogether (But here too, if the
names were connected by a disjunction, the predigatild have to apply to at least
one of the persons to whom the names refer.)
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However, if one believes that the semantics ohb@& and (10) should be
analyzable by the semantic resources of the pited@zculus, then the absence of
plural referring expressions from the calculus &honake one attempt to reduce the
apparent plural referring expression ‘Tom and Jamether kinds of expression.

That was indeed Frege’s approach. In a letteregd-dated 10 July 1902, Russell
maintained that ‘classes cannot always be admidtedproper names. A class
consisting of more than one object is in the fplice notone object but many
(viele).” (Russell does not distinguish here between asscland a class name, a
distinction which Frege will make in his reply.)nSlarly, Russell writes further on
that ‘certain classes are mere manifolMiglheiter) and do not form whole$S@nzey
at all.” Russell thought that the distinction betwe class as one object and a class as
many objects can help resolve the famous contiadidte discovered in Frege’s
logic, a contradiction which he pointed out to Frég his letter from 16 June of that
year. Russell relied on this distinction in his cdission and rejection of this
contradiction in hisThe Principles of Mathematia¥ 1903 (section 70 and chapter
X).

Russell's position, which is similar to mine orurall referring expressions, was
unacceptable from Frege’s point of view (and adear from Russell’s letter from 8
August 1902, Frege succeeded in convincing Russe#ject this positiof). In his
reply to Russell (dated 28 July 1902) he writest tifaa class name is not
meaningless, then, in my opinion, it means an abjacsaying something about a
manifold or setengg, we treat it as an object.” He then proceedsistndjuish
three cases, two of which are of sentences contagonjunctions of proper names.
In Frege's analyses of these apparent plural iaferexpressions, expressions
referring to ‘many objects’, the plural reference df course eliminated. These
analyses reappear in his posthumously publisheditlio Mathematics’, written in
1914.

Where the predication is distributive, Frege naimgd that ‘we are not really
connecting the proper names by “and™, but telegsogppwo connected sentences
into one (1914, p. 227); his examples being ‘Sehiind Goethe are poets’ (ibid.)
and ‘Socrates and Plato are philosophers’ (LettdRussell; cf. also his 1884, note
to section 70). That is, “Tom and Jane went topsless according to Frege, really a
conjunction of two sentences, ‘Tom went to sleeg &ane went to sleep’,
contracted into a single sentence for the sakeesuamce (Letter to Russell). By
contrast, where the predication is collective,ra&dBiunsen and Kirchhoff laid the
foundations of spectral analysis’, Frege claimedt tve consider Bunsen and
Kirchhoff as one whole or as a system, as we datemm an army or a physical

Error! Reference source not found. xxiii

7 Russell writes there that he now understandsrtessity of treating ranges of values not
merely as aggregates of objects or as systems.’
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body (Letter to Russell; cf. ‘Logic in Mathematigs’' 227-8, where the reference is
said to be to a ‘compound object’). In the disttibei case the ‘and’ connects
sentences, while in the collective case it is ‘usedelp form the sign’ for a
compound object (1914, pp. 227-8). Frege in fadtimfjuishes two kinds of
reference and not of predication, of conjoined names. Whdérence in (9) is
repeated singular reference to ordinary particulans logically separate
propositions, that in (10) is singular referenceatsystem or a compound object.
Analyses similar to Frege’s were suggested timeagain during the last century,
occasionally perhaps independently of his.

Frege’s analyses should be rejected for seversdore. Consider, first, the
sentence

11 Tom and Jane mowed the whole meadow and westeep.

On Frege's analyses, ‘Tom and Jane’ in (11) is godiis: on the one hand, with
respect to the predicate ‘mowed the whole meaddwefers to a system or a
compound individual, and ‘and’ is ‘used to helprfothe sign’; on the other hand,
with respect to the predicate ‘went to sleep’,sitan abbreviation of sentence
conjunction, and ‘and’ signifies that conjunctidut this is implausible: we do not
feel any change of meaning of the subject term wheipass from the first predicate
to the second one. By contrast, no such ambigsiitgviolved if we consider “Tom

and Jane’ a plural referring expression.

Modern linguists, influenced by model-theoretiensatics, followed Frege in
considering the distinction between distributived agollective to consist in the
manner of reference. The idea that the distindddn the manner of predication is
often missing from their discussions (see Lgnnid§97). In consequence,
sentences like (11), involving both collective aistributive predication, generate
spurious difficulties for them (ibid., § 5.1). Tls@uation is similar in philosophy,
where the mistake of considering reference, angrexdication, either collective or
distributive has driven philosophers to unnecessarplogical elaboration (cf.
Cameron, 1999, p. 129). (Oliver and Smiley (200%) the only exception | know
of; for reasons similar to mine, they consider pretion, and not reference, either
distributive or collective (pp. 292-5§.)

Secondly, the comparison of Bunsen and Kirchrefén in this limited respect,
to a nation, army or body is surely odd. And coesity Tom and Jane as forming
together some kind of complex or structured indigids no less strangBaceFrege,
we do not refer to either pair as to one compdbitey, in the way that we refer to a

Error! Reference source not found. XXiV

8 Since this book has been submitted to the preseral other philosophers have developed a
position similar to mine. See the references i ot
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nation or an army—collective bodies that can presé#reir identities even if some or
all of their members have changed. We refer to @nthJane, say, as two people who
did something together. Perhaps each one mowedth®limeadow, perhaps they
pushed the mower together, or they may have cotgukna some other way; at the
end the whole meadow was mowed. The claim thatesees with collective
predication involve singular reference to wholest@rcompound objects seems
implausible and ad hoc.

Lastly, although sentence (9), ‘Tom and Jane wersleep’ describes the same
situation as ‘Tom went to sleep and Jane wenteepsl and although each sentence
entails the other, this still does not justify ddesing the former an implicit
conjunction of two sentences. As | have said abop&g and ‘~(~pV~Qq)' are
logically equivalent, yet the first sentence doesaontain, in a covert form, negation
and disjunction, nor does the second implicitlytagmconjunction. An independent
reason should be supplied for considering the bassp as revealing the real
nature—in some sense of ‘real'—of the paraphraged. the fact that the claimed
equivalence of names- and sentence-conjunctiootiganeral, as is demonstrated by
(10), weakens the plausibility of the claim tha) {8 actually a conjunction of
sentences. It rather seems that the use of ‘aral’casnective of names and its use as
a connective of sentences are sometimes equivaledittherefore the same word is
used—not only in English—in both cases; while thasses are frequently
nonequivalent, and therefore none can be reducie twther.

Frege’s analysis of sentence (10) is thus imgiéeisand his analyses of both (9)
and (10) seem to be motivated not by any linguigskienomenon, but rather by an
unjustified rejection of the possibility of pluredference—most probably a result of
the absence of the appropriate expressions frontdi@ilus. His analyses should
therefore be rejected.

Following Donald Davidson'’s influential analysis @fction sentences (1967),
philosophers and linguists tried to extend hisysiglto sentences with plural nouns
as subjects. Already Castafieda, in his commentarppavidson's paper (1967),
suggested analyzing the sentence

Anthony and Bill (making up a team) won
as either

(There is an eve®)(Won(Anthony-Bill, €))

‘where the hyphen indicates a Goodman-type of suiomaf individuals,’ or

(There is an eve®)(Won({Anthony, Bill}, €))
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‘where the braces indicate the set whose membegstad or described within them’
(p. 107). But, as Oliver and Smiley argue (2001299), ‘neither of Castafieda’s
candidates for agents will do. Sets are abstradtsancannot win things.” And to
consider Tom and Jane some kind of complex or tstred individual just because
they mowed the meadow together is surely unjudtifees | argued above against
Frege®

James McCawley (1968, pp. 152-3) suggested ardfiffevariation on the
Davidsonian theme as an analysis of sentence¢l®e Tom and Jane mowed the
whole meadow’, where the predication is collectiye. contrast to Castafieda,
McCawley does not see the agent in the event as kinith of a compound object, but
he considers every member of a set as an agdme ef/ent. Oliver and Smiley (2001,
§ IV) slightly elaborate McCawley’s analysis. Thepuld analyze sentence (10) as
follows:

There is an event which is a mowing of the wholadosv and every member
of {Tom, Jane} played a part in it and no one elgk

On this analysis, {Tom, Jane} is a singular teraferring to a set; in this way the
plural reference to Tom and Jane is replaced lgukin reference to a set. And Tom
and Jane are those who mowed the meadow, and waabemtract or compound
object.

Oliver and Smiley do not explicitly endorse ofeijthis analysis as a correct one
for specific cases. They do ultimately reject itaageneral methoaf paraphrasing
plural action sentences that avoids plural refexesince they argue that as a general
method it would generate Russell-like paradoxesl.(i§ V). But | shall try to show
that this analysis is generally implausible.

Firstly, this analysis is clearly motivated only the desire to eliminate plural
reference. Even if one adopts the general Davidsoanalysis of action sentences,
then, if one allows of plural reference, senterdi€y) €an be analyzed as follows:

There is an event which is a mowing of the wholadosv and Tom and Jane
did it.

Secondly, the claim that sentence (10) implicitni@ins reference to a set,
membership in a set and quantification over its s is surely counter-intuitive.
Thirdly, consistency would compel Oliver and Smiley translate the sentence
‘Tom mowed the meadow’ as ‘There is an event wigch mowing of the meadow

Error! Reference source not found. XXVi

9| think Oliver and Smiley’s own argument againstisidering Anthony and Bill ‘a Goodman-
type of summation of individuals’ (ibid.) unsouraahd therefore | do not use it here.
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and every member of {Tom} played a part in it aredane else did’; and this time
the unproblematic singular reference to a persaulistituted by reference to a set
whose only member is that pers@rFourthly, consider sentences with conjoined
collective and distributive predication, as in (1Tom and Jane mowed the whole
meadow and went to sleep.” Here one should notyaealll) as containing a
single existential quantification over events, sinmowing the whole meadow
seems to be a different event from going to sl&p.then, ‘Tom and Jane went to
sleep’ should not be analyzed as containing a eimgistential quantification
either, since they need not have gone to sleepghegeso it should be analyzed as
a telescoping of two sentences, ‘Tom went to sk@pJane went to sleep.” And as
in the case of Frege's analyses, we end with agedl ambiguity of ‘Tom and
Jane’, where none is apparent.

Lastly, this analysis eliminates plural referenody apparently. Language should
be able, presumably, to specify which set is theeferred to. In the case of the set
{Tom, Jane}, this can be done by saying that thes set that has Tom as a member
and Jane as a member, and nothing else—here pifeadnce is indeed eliminated.
But suppose a plural pronoun, demonstrative proadefinite description is used, for
instance:

We mowed the whole meadow.

What are the members of the set {We}, a set thitpnésumably be used in Oliver
and Smiley’s analysis? It is the set that isand onlyusas members—and here we
have plural reference again. Oliver and Smiley'alysis relocates plural reference,
but it does not eliminate it. (They themselves dpran similar objection against a
different analysis in the penultimate paragraplpage 297.)

Oliver and Smiley’s analysis should therefore &leaejected as implausible. And
even apart from its implausibility, it does not seed in showing that plural reference
is reducible to other semantic kinds.

A different variation on the Davidsonian theme veiempted by Schefd.Schein
analyzes sentences involving plurals as havingotacél form that derives from

Error! Reference source not found. XXVii

10 Already Castafieda acknowledged this consequer&¥ (b. 107). It seems, however, to
have escaped Oliver and Smiley, who analyze thgukin case without reference to the
appropriate set (2001, pp. 299-300).

1 First in his unpublished 1986 doctoral dissertgtihen by Higginbotham and Schein in a
paper called ‘Plurals’Rroceedings of the North Eastern Linguistics Sgdé& 161-75), and
most elaborately in Schein’s 1993 boBkjrals and EventsMy account of Schein’s theory is
based on his book. Higginbotham has subsequetithizerd and rejected Schein’s analysis, in
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Donald Davidson 1967 ... as emended by Castafied@)1($ghein, 1993, p. 3 and
note 6), while also applying Boolos'’s second-ongtedicate calculus in his analysis.
(I discuss Boolos’s logic below, p. 97.) AccorditgSchein’s analysis, the logical
form of the sentence

The elms are clustered in the forest

is transparently given by the following translatiomo the second order predicate
calculus (where ‘INFL’ is ‘the relation betweeachelm and the event of being
clustered’) (ibid., pp. 3-4):

"X(INFL(g,x)  (V)($yYy & "y(Yy elm{y)))(¥) & cluster@) & In(e,
the forest).

This sentence roughly says that every thing is gntbe subjects of the event if and
only if it is one of the elms, and the event isstdwed and in the forest; while ‘the
elms’ is construed as ‘thé such that at least something i¥ and anything is & if
and only if it is an elm—Y' is here a predicate, as can be seen.

| believe the first impression this analysis malsesf being convoluted beyond
acceptability. And Schein’s analysis faces additianiticisms as well.

Firstly, it involves, as Schein acknowledges, élssumption that ‘all predicates
are, first of all, about events’ (ibid., p. 3; ¢figginbotham, 1998, p. 20), and this
seems implausible. An event is something that hagpdeut many predicates do not
require reference to anything of the sort. Whaidtbe the event referred to in ‘John
is intelligent'? To construe it as involving reface to an event in the same sense that
one is involved—# one is involved—in ‘John snheezed at 12:00 o’clpdk’ to
abandon the sense of ‘event’ for the sake of samemd/ index of some syntactical
significance within the framework of some formalisBven the claim that reference
to a specific event is involved in the sentencee"®lms are clustered in the forest’,
used by Schein as his basic example, is implausible

Secondly, Schein’s approach commits him to coimgryroper names as
predicates, especially given his claim that ‘seeortter logic is the logic for all
plurals’ (p. 39). In order to analyze sentence ,(I)m and Jane mowed the whole
meadow’, Schein would have to construe ‘Tom ana@'Jas a predicate, true only of
Tom and of Jane. His approach also commits hinotsteuing plural demonstratives
as predicates, e.g. ‘they’ in ‘They built a boastgeday’ (Higginbotham, 1998, p. 23).
But if we do not take ‘Tom’ and ‘he’ to be predivat there is no linguistic
justification for taking ‘Tom and Jane’ or ‘theyo tbe such. On the other hand, if
Schein would not apply his analysis in these cabes) he would both introduce a

favor of a Russelian conception of classes as nsmjlar in certain respects to my conception
of plural reference (Higginbotham, 1998, §§ 7-8).
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distinction in logical form where none is apparemd an important group of plural
referring expressions would be left unanalyzed.

Thirdly, as in Oliver and Smiley’s case, Scheirulgdbe compelled to claim that
the use of a plural noun phrase as the subjectsehtence with both collective and
distributive predication involves ambiguity, whigs implausible (see the fourth
objection to Oliver and Smiley abovi).

Consequently, like the former reductive analydgdwal reference that we have
considered, Schein’s should also be rejected,dmgamplausible in several respects.

| have not discussed in this section all the atterfgund in the literature at reducing
apparent plural reference to constructions thatli@/no such reference. But | think
that we have considered the most important of {rese that we have also indicated
the main faults common to all. Thus, my conclusionghis section are that, firstly,
there is no linguistic phenomenon that justifiegductive analysis of plural referring
expressions, and, secondly, that the reductiveyseml suggested are at least
implausible. We should take the expressions discués this and the preceding
sections for what they appear to be: expressiofesrirly to more than a single
particular.

Error! Reference source not found. XXiX

12 Higginbotham points out yet another difficulty thein’s analysis—see Higginbotham,
1998, pp. 22-3.



Chapter 3

Common Nouns as Plural Referring
Expressions

3.1 The Functioning of Common Nouns

My main claim in the previous chapter was that ontecast to the predicate
calculus, natural language has not only singulart blso plural referring
expressions. Expressions that are used in this welude, | argued, plural
pronouns, demonstrative phrases and definite gefors, and conjunctions or
disjunctions of these and of singular referringregpions. That is, | claimed that
natural language has expressions belonging to argéncategory that is absent
from the predicate calculus.

Once we accept that natural language containslptaferring expressions, it
might seem one would only need to enrich the cafcin order to make it capable
of supplying semantically isomorphic translatiorfsnatural language sentences.
This is indeed the approach recent literature omaplreference has adopted. The
claim that natural language contains plural refigrexpressions does not disagree
with any of the semantic claims of Frege that wessgential to the development of
his calculus.

In this chapter, however, | shall make a moreaadilaim, which does disagree
with some of these semantic claims, and which t@sbeen made by others in
recent literature. | shall argue that in many cas@®mon nouns in quantified noun
phrases are not predicative, but plural referringpeessions Frege, by contrast,
maintained that they are predicative. As | notedvab(82.1), already in his
Begriffsschrift(§ 12) he translated the grammatical subjectdefaur Aristotelian
guantified sentences as predicates, and severes fimhis later writings he argued
for this analysis.

Frege’s analysis was almost unanimously accepyethter philosophers and
linguists. Dummett, referring to this analysis tappears in section 47 of Frege’'s
Die Grundlagen der Arithmetilapplauds it as follows:

There is no such thing as a ‘plurality’, which he tmisbegotten invention of a faulty logic:
it is only as referring to a concept that a plyfalase can be understood ... But to say that
it refers to a concept is to say that, under corapalysis, the phrase is seen to figure
predicatively. Thus ‘All whales are mammals’, cathganalyzed, has the form ‘If anything
is a whale it is a mammal’ ... On this analysis, no one hasseguently found an
improvement, the only plausible variation beingt théaich would substitute, say, ‘any
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organism’ for ‘anything’..., importing an explicit rcumscription of the domain into the
[quantification]. (1991, p. 93)

To challenge this analysis of Frege’s is to chakemn uncontroversial analysis,
which is at the heart of his logic, in its origifatm as well as in that of any of its
subsequent elaborations.

I shall proceed with this delicate project asda. In this section | shall try to
show that there is @rima facie good case for taking some common nouns in
guantified noun phrases to be plural referring esgions. Then, in the rest of this
chapter, | shall support this analysis by showir it explains various linguistic and
semantic phenomena. | shall then proceed, in Chdpte examine and reject Frege’s
reasons and arguments for his analysis of commansnm quantified noun phrases
as predicative, as well as some additional argusmeentioned by Russell. This will
lead to a discussion of reference, in Chapter 5.

Although | do not think that my arguments for nmalysis and against Frege’s are
conclusive—how often does one come across conelasuments in philosophy, or
in any other field of knowledge?—I do think theyoghthat my analysis is far better
supported than his.

We start, accordingly, witlprima faciereasons for considering common nouns in
some quantified noun phrases as plural referripgessions.

Consider the following two sentences, and suppasé is used in both as the
plural pronoun:

1 You were asleep.
2 Some of you were asleep.

| argued in the previous chapter that expressiikesthe plural pronoun ‘you’ in
sentence (1) are used as plural referring expnessikbow there does not seem to be
any obvious reason for claiming that this expresdias changed its function in
sentence (2). Rather, it seems more plausiblesaastprima facie to maintain that
‘you’ is still used in (2) to refer to several pémpand that we use the quantifier to
specify that the predicate applies to some of thEme. case is similar with lists of
names, plural demonstratives phrases and pluraitéedescriptions. For instance:

3 These children are asleep.
4 Some/Many/Two of these children are asleep.
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Again, there does not seem to be gumyna facie reason for claiming that the
expression ‘these children’, although used as aabplteferring expression in
sentence (3), has changed its function in sent@)céVe still refer to children by
means of it, but this time we say that a certaimimer of them, specified by the
quantifier, are asle€p.

If this is conceded, we can now substitute a commaun for either the plural
pronoun in (2) or the plural demonstrative in ()r instance:

5 Some/Many/Two children are asleep.

Since the common noun ‘children’ occupies the salaee in the sentence as the
plural pronoun and the plural demonstrative phrase, since the uses of (4) and
(5) are very close to each other, it is naturalaseribe it the same semantic
function, namely plural reference. ‘Children’ innsence (5) seems to be used to
designate several children.

Indeed, in sentences (2) and (4) we had the piteapo®f’ coming between the
quantifier and the plural pronoun or the plural destrative phrase, while ‘of’ was
omitted in (5). But it is difficult to see why thishould imply that the plural
pronoun or the plural demonstrative have a semémtiction different from that of
the common noun. Moreover, not all quantifiers fegua preposition when
followed by a plural demonstrative phrase or dédimiescription; we say both ‘All
horses are animals’ and ‘All the people you inviegd coming’. In addition, some
quantifiers require the same preposition in botkesa ‘a minority of being one
example. And lastly, the existence of a preposif@lowing certain quantifiers or
preceding certain nouns is language-dependentihégsidoes not seem to affect the
adequacy of translation between languages. Sdlftvese reasons, we should not
ascribe any semantic significance to such presenabsence of a preposition.

The correspondence we noted between the use aheomouns and that of
plural referring expressions in quantified noungdes goes even further. Consider
the sentence:

Many students will pass the exam, but some of twéhinevitably fail.

The grammatical correspondence between the comroan fstudents’ and the
anaphoric plural pronoun ‘then’, and the semanticajels between the two
conjuncts, make it plausible to maintain that sittikem’ is used to refer to certain
students, say those who take the mentioned exadgeso'students’.

Error! Reference source not found. XXXii

! Sentences like (2) and (4) seem to have escapezhSi notice, who writes that in English,
plural terms ‘may not be preceded by ... quantifleiages’ (1982, p. 208).
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Lastly, the use of the determiners ‘the’ or ‘tHesih the common noun in a
quantified noun phrase is often optional. We cay ather ‘Some children are
asleep’ or ‘Some of the children are asleep’; ‘#tlidents will take the exam’ or
‘All the students will take the exam’; and so dinwe consider plural demonstrative
phrases and definite descriptions in these usesemrfal, then since the presence of
the determiner does not affect what is being saiél, have a good reason to
consider common nouns, when used without any détermfollowing the
guantifier, referential as well. Moreover, in sotaeguages the use of a definite
article with the common noun in quantified noungses is obligatory with some
guantifiers. For instance, in Hebrew, if one usa br ‘most’ with a common
noun, the common noun must be preceded by theitedirticle. But this does not
seem to affect the adequacy of translation intorel@bof English sentences in
which the definite article is not used. So if therpl definite noun phrase is a plural
referring expression in Hebrew, we have a goodoma®r considering the
common nouns in English noun phrases like ‘all dileih’ and ‘most children’
referential as well. And this can then be geneedlito other common nouns in
quantified noun phrases.

Which uses of common nouns should we classify eferential? Those
considered in this section were of common nounsasionally preceded by a
guantifier, in an argument place of a predicateesehare the uses we shall consider
referential below. Examples are the use of ‘stugleint ‘Some students have
arrived’ and ‘John met several students’.

In all my examples in this section the plural refee was to individuals that
could often be counted or even named. One who ‘sdiythe people you invited
are coming’ may often answer the question, ‘Whidogle were invited?’ by
naming them. It is not clear how such exampleshEgeneralized to reference to
future or past individuals, say, or to infinitelyany particulars. This question will
be discussed i@hapter 5.

Yet we have severgbrima facie good reasons to consider many common
nouns, in many quantified noun phrases, pluralrrgfg expression$.We shall
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2 One objection to my claim, that common nouns, tvisie often plural referring expressions
in natural language, are not analyzed as such évytidicate calculus, may run as follows.
According to model-theoretic semantics, predicaesreferring expressions—they refer to
classes of particulars. (More accurately, one-plaeglicates refer to classes of particulars,
while binary, three-place, etc. predicates referclasses of ordered pairs, triplets, etc. of
particulars.) And reference to a class of partisui least resembles plural reference to these
particulars. Common nouns, being predicates, aefitre at least similar to plural referring
expressions, according to model-theoretic semantics

But this objection founders on the absence of stindtion between reference and
predication. Natural language distinguishes betvtkertwo; in ‘John is intelligent’, ‘John’ is a



34 Logic & Natural Language

now proceed to see how this analysis of common siatan explain various
linguistic phenomena.

3.2  On an Alleged Ambiguity of the Copula

The analysis of common nouns in sentences like fAé#n are mortal’ not as
predicative but as referring expressions leadsreassessment of a widely accepted
claim about an ambiguity of the copula. Startinghwtrege’sBegriffsschrift(§ 9,

p. 17), it has commonly been maintained that deslpiiguistic appearances, the
copula, or the copulative structure, has differeetinings in singular and quantified
subject—predicate sentenédor instance, in the two sentences

1 Socrates is mortal
2 Socrates and Plato are mortal

the copula is used to indicate predication, madytddeing predicated of Socrates
and Plato. By contrast, in the sentences

3 Every Greek is mortal
4 Some Greeks are mortal

no predication is involved, but rather a deternmimabf relations between concepts.
While according to some semantics the copula irsfibuld be seen as expressing a
relation synonymous with set-theory’s membershipressed byl‘’, sentence (3)

referring expression amt a predicate, while the converse is true of ‘ilgetit—'intelligent’
does not designate anything. If one wants to mainttaat in model-theoretic semantics
predicates are referring expressions, then ort iithout predication.

A double confusion is contained in the basis otleldheoretic semantics, and as a result
in the way in which the semantics of natural languia conceived. On the one hand, common
nouns are analyzed as predicates. Consequenitg phedicates in natural language are not
referring expressions, this status is officiallynigel to common nouns too, and only singular
terms are declared referring expressions. But emther hand, since common nouns in natural
languageare referring expressions in many of their uses, ingural to mistakenly take
predicates generally, of which common nouns are camsidered a representative part, to refer
to classes. In consequence, all predicates, imgjuatijectives and verbs, are sometimes said to
refer. The concepts of reference and predicatios tiecome quite muddled.

3 Some languages do not or may not use an affirmatipula in the present tense. All,
however, as far as | have checked, use negativ@glmast tense and future tense copulas. We
should therefore think in their case of the (opdiprabsence of a present-tense affirmative
copula as a kind of default case: if no copula Entioned, this is as if a present-tense
affirmative copula were present. It would thus berenaccurate to speak of a copulative
structure, and not of a copula. However, havingddhis, | shall, for brevity’s sake, generally
speak of an affirmative copula below.
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should be read as asserting the inclusion or suiadioh of one class or concept to
another, symbolized by °. Frege elaborated on these distinctions in histi$¢he
Beleuchtung einiger Punkte in E. Schrédéoslesungen Uber die Algebra der Ldgik
(see his third point at the end of that essayhisfsecond note in ‘Uber Begriff und
Gegenstand’), and he also maintained that the ddcthis distinction in Euler's
diagrams makes them a lame analogue for logicioak (1895, p. 441).

It is difficult to accept this claim for the ambity of the copula, for several
reasons. Firstly, consider the sentence

5 Socrates and some other philosophers are Atigenia

What should the meaning of the copula ‘are’ in $ésntence be, according to the
ambiguity claim? Since something is claimed abootr&es, it should indicate
predication. On the other hand, since somethingllegedly claimed about the
relation between two concepts—being a philosophet leing an Athenian—it
should also indicate some conceptual relation.H8aold the copula in sentence (5)
have some third meaning, a composite of its tweratieanings? Or is it ambiguous?
Meanings and ambiguities threaten to proliferatés eems implausible.

Secondly, if a certain grammatical constructioantbiguous in one language, the
reappearance of the same ambiguity in a seconddageghat is historically unrelated
to the first would be difficult to explain. Howeyethe same alleged ambiguity
reappears in all languages | have checked, induttinguages very remote from
English both grammatically and historically, sushHebrew.

By contrast, if common nouns in the subject positin subject—predicate
sentences are referring expressions, then thesdlgbiguity does not exist. In (1) to
(4) we say of some particulars—one, two, or manyat-they are mortal. We refer to
particulars, and predicate something of them. Tdraesapplies to (5), where both
Socrates and some other particular philosopherslassified as Athenians. In all
these cases, the copula indicates predicationamalysis of these common nouns as
referring expressions explains away the implausibibiguity of the copula generated
by their analysis as predicates. It is thus moasaerable to maintain that the predicate
calculus, and not ordinary language, is logicaligi@ading in this case.

3.3 Attributive and Predicative Adjectives

In section3.1 | maintained that common nouns preceded by antdier in an
argument place of a predicate are not semantigagdicative, but refer to
particulars. | thus distinguished between the uke general term to refer to
particulars and the use of a general term as aigated to say something about
particulars referred to by other means. This disittm should make us look for
related differences between general terms usetkesetdifferent ways. Perhaps the
constraints on a predicative use of a general temendifferent from those on a
referential one, and as a consequence some geésenal can be used as predicates
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but not as referring expressions,wice versa And perhaps general terms, when
used referentially, behave similarly in various aetit respects to other
expressions used referentially, in ways in whichegel terms used predicatively do
not. The detection of such differences and sintigiwould support my claim in
section3.1, that it is mistaken to consider all generainte as semantically or
logically predicative, as is done by the predicsieulus.

Which general terms can be used as predicatesobats referring expressions?
Many adjectives are used attributively (in the @diphical sense), i.e., what they
attribute to a particular of which they are pretiidadepends on its classificatibA
good lecture is not good in the same way as sorgeegesight may be good; a big
mouse is not the size of a big elephant; and scAnd.an animal can be big qua
mouse, while not big qua animal. This is not a gleaof meaning, though: ‘big’ does
not require several separate entries in the da&tignone for mice, another for
elephants, yet another for animals generally.

Attributive adjectives cannot easily be used airtbwn as referring expressions.
The property they attribute depends on the preseheenoun which classifies the
particulars to which they attribute that prope@pnsequently, if they were used as
referring expressions, without any other genermahtdetermining the property by
which they are to pick out the particulars referteedt would be indeterminate which
property is supposed to determine their referefibas, if they are to be used to refer
to particulars, a noun that specifies the kind aftipulars talked about should be
presupposed.

Consider, for instance, the attributive adjectlitde’. If we want to use it as a
referring expression, then, since it is an adjectwe should use the expression ‘the
little one’. But in contrast to sentences like damill arrive late’, ‘She will arrive late’
or ‘The little girl will arrive late’, the sentenc€he little one will arrive late’ is either
colloquia—where the audience knows that the spesktalking, say, of a specific
girl; or it continues a conversation in which assiying noun has already been used
to specify several particulars, and ‘the little ‘cisenow used to refer to the little one
among them—e.g., ‘When should the girls arrive?4-1A&now is that the little one
will arrive late.’

This phenomenon is not peculiar to English. Unkieglish, some languages—
e.g. Hebrew, Latin and Italian—do not have cleangnatical criteria that determine
whether a word is an adjective or a noun. Unlikegylish, where adjectives, by
contrast to nouns, do not have a plural form, ies¢hlanguages the words that
translate English adjectives have plural form adl we gender, like those that

Error! Reference source not found. XXXVi

4 The meaning of ‘attributive’ in philosophy, whitthave just defined, is not its grammatical
meaning; in grammar it means that the adjectiveifiesch noun in a noun phrase, like ‘old’ in
‘the old man’. The philosophical use is due to Ged©56).
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translate English nouns. Moreover, while, in Erglisentences with adjectives as
subjects are ungrammatical—while one can say ‘Thenan will come late’, one
cannot say ‘The little will come late’ but has &ysThe littleonewill come late’—in
Hebrew, Latin and Italian the corresponding semsrare grammatical. Whether a
word is used in a specific sentence as a noun an agljective is determined by its
place in the sentence. All the same, the genenal fétle’ in all those languages
behaves similarly to its behavior in English. AsEnglish, the sentences translating
‘The little one will come late’, like other sent&scwith attributive adjectives as
subjects, is used either colloquially, or when kivel of particulars referred to has
been previously specified or is clear from the ertit

On the other hand, some adjectives are used ptegiy, i.e., the property they
attribute is independent of the classification laé thing to which they attribute it.
Such adjectives can be used as referring expresdibe things they will then denote
are those that have the property that they ate&ritmien used as adjectives.

‘Square’ is an example of such a predicative didjecIndependently of the
classification of the thing of which it is prediedt it is used to describe a certain
form. Accordingly, if used in order to refer to setfing, it would be clear to what it
refers—something that has a square form. We thmak ‘Siquare’ used either as an
adjective, attributing properties—e.g., ‘This talidesquare’ or ‘I like the square
table’—or as a referring noun—e.g., ‘The floor wited in squares of gray and white
marble’. The case is similar with the adjectiveiatigular’, which has the
corresponding noun form ‘triangle’. Cf. ‘The roomtriangular’ and ‘Triangles have
three sides’. And again, in some languages—Helmvinstance—the same word is
used both with the meaning of the English adjectiiangular’ and of the English
noun ‘triangle’.

How do these linguistic phenomena support my aislgf common nouns as
against Frege’s? Frege claimed that a concept-wiked ‘elephant’, say, in the
sentence

1 Some elephants are huge

is predicative—as is the concept-word ‘huge’; thesh mean or designategdeute
concepts. Accordingly, he would translate this e into his calculus as

2 (Somex)(Elephantx & Hugex).

But then, the sentence

Error! Reference source not found. XXXVii

5 For Hebrew, see Barri (1978), especially sectibb@g and 2.2.3.1.
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3 Some huge ones are elephants

should also have had a similar sense accordingstartalysis—again, two concept-
words are used gwedicates In fact, conjunction being symmetric, (2) shohke
been a translation dfoth natural language sentences into the predicatelaalcYet
sentence (3) depends on the context in a way énérsce (1) does not. It seems that
something in Frege’s analysis is amiss: there distinction here he should find
difficult to explain.

On the other hand, if the general terms used ¢h suantified noun phrases are
usedreferentially as | maintain, then if a general term cannotdeslun this way, or
if its use in this way is constrained by contexaispecific manner, we should expect
such asymmetries. And indeed, ‘huge’, being attiwby cannot be used referentially
apart from very specific contexts. Sentence (3) daery different meaning than
sentence (1). My analysis can therefore easilya@xph phenomenon that creates
difficulties to Frege’s.

3.4 Natural Kind Terms

My discussion of attributive adjectives was inteshtte show that some general terms
have a use as predicates but not as referring &stpns, or that their use as referring
expressions is secondary in some sense. Can wehéncbrresponding phenomenon
with predication, i.e., general terms that can $eduas referring expressions but not
as predicates, except in some secondary sense?

| think we cannot. There are, however, some gérnerms of a special kind,
whose use as predicates will be distinctive in irfad respects. | shall now discuss
them.

Different people can refer to the same things H®y ame word, even if they
identify the things they refer to by means of diéfe properties. All that is needed for
common reference is that every speaker use idegfifyroperties that pick out the
same patrticulars as those picked out by the ig@mgifproperties used by any other
speaker. Accordingly, if an expression is usedeferrto particulars, different users
can identify the particulars referred to by meahslifierent properties and yet the
expression will have the same meaning for all, esitieey all refer to the same
particulars.

This is clearly the case with proper names. Déffiéipeople may identify the same
person by different properties. One may have ifledtPlato by the way he looked,
another—a blind man—by his voice, and yet anothertree author of certain
dialogues. All the same, they were all referringtato when they used his name. The
name ‘Plato’ had therefore the same meaning, atifum for all. For instance, if one
said ‘Plato is now at the market place’, the otleyald understand him.

The case with some common nouns is analogousin@nce, different people
attribute different identifying properties to doipst one may think only of their shape
and habitat, another about their inner organs ds ye another about these and
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about their behavior. But as long as they wouldntahe same particulars as
dolphins all mean the same by the word ‘dolphiSorne dolphins have just swum
past the ship’ will mean the same for all. Diffargreople may also explain what
dolphins are by reference to different, logicatigépendent, properties of dolphins;
but these different explanations will all be satisbry if they are sufficient for a
correct use of ‘dolphins’.

Not all common nouns have semantic propertiedasin ‘dolphins’. Those that
do may perhaps be classified aatural kind terms Natural kinds have an
inexhaustible number of distinctive properties, ahiare not logically derivable
from each other (Mill, 1872, 1.VIl.4, 4.VI1.4; cf.uRsell, 1948, p. 335). Because of
these characteristics, for every natural kind theeways the possibility that it will
be discovered to have some hitherto unknown prgpetiich will then be used to
identify members of this kind. This is in contr&stcommon nouns like ‘student’ or
‘stone’?

Consider now sentences such as:

This animal is a tiger.
The tree over there is an elm.

That is, sentences in which natural kind terms @sed as predicates. Since
different people may identify the kind mentioned Mjfferent, logically
independent properties, it is indeterminate whicbpprties are attributed to the
thing of which the natural kind term is predicat€.course, in practice there is
commonly a substantial overlap between the progediifferent speakers know
particulars belonging to some kind have—we all krflmw a cow looks, say. But
that is not always the case. What one knows of ,effeses or uranium changes
radically from layman to expert. It is thus artificto consider the use of natural
kind terms as predicates a use in which a propentysome properties, are
attributed to particulars. It is more natural tosioler such a useassificatory a
use in which one classifies the thing referred to.

This is in contrast to the use of adjectives li#@ngerous’ or ‘tall’ in ‘This
animal is dangerous’ and ‘That tree is remarkahll. tHere it is most natural to
say that one attributes properties to the mentiomeidhal and tree. It is also
acceptable to consider the predicative use of camnmuns that areot natural
kinds terms a use in which a property, or some gntigs, is attributed to the

Error! Reference source not found. XXXIX

5 My explanation of the meaning of natural kind teri obviously in disagreement with the
one given by Kripke and Putnam, which is widelyested today. | have criticized the latter
explanation in an earlier work (Ben-Yami, 2001).
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particulars referred to. ‘Student’, say, in ‘Jasenow a student’ attributes to Jane
the property of studying at a university or college

The use of natural kind terms as predicates relesnt this respect the parallel
use of proper names in the grammatically predipatgtion. When one says, ‘The
man sitting on the sofa is John Smith’, one doedsatinibute any property to the
man referred to, but identifies him. One say® that man is, while one sayat
a thing is when using a natural kind term as aipatel. The classificatory use of
natural kind terms parallels the identificatory wfeproper names. Natural kind
terms are similar to proper names in this respedabse both allow different
people to identify the thing they refer to by Iaaglg independent properties.

Of course, one could argue that the sentence ‘d@hiimal is a tiger' attributes
the property ofbeing a tigerto the animal referred to. But | think that if ¢his
maintained, one actually forsakes what we ordipaniiderstand by ‘property’, and
instead identifies as a property whatever is peddit of a particulal;l prefer to
preserve our ordinary use of ‘property’, vaguetasay be. However, in case that
definition of ‘property’ were accepted, we could@imaintain that when one says,
‘The man over there is John Smith’, one attributesthe man mentioned the
property ofbeing John SmithThe parallel between natural kind terms and prope
names would still be preserved; and natural kinchsewvould still be, when used as
predicates, predicates of a special sort, witiifis to proper names.

What | intended to show in this discussion was tha semantic characteristics
of some terms—natural kind terms—characteristice do their function as
referring general terms, make their use as prezica¢mantically distinguishable
from the use of predicates whose function is tobatte properties. In this, natural
kind terms resemble proper names, whose relevaati@asemantic characteristics
are also explained by their referential functiohisTsupports my claim that some
general terms occasionally function as referringregsions, and that it is wrong to
classify all general terms as predicates, as tbdigate calculus does.

The distinction drawn here, between the classifigause of natural kind terms
and the property-attributing use of other nouns @fadjectives, was foreshadowed
by Aristotle. In the second chapter of Biategorieshe distinguished between what is
predicable of a subject and what is present indhigiect. The former class is
constituted by common nouns (substance in the dacpisense, in his terminology),
his examples there being ‘man’, ‘animal’, ‘horsétee’ and ‘plant’ Categories
chap. 5). The latter class is meant to include gntigs (Aristotle’s terminology,
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7 Kripke expressed a similar opinion about natuiadkterms. InNaming and Necessity
(p. 128) he wrote that ‘in a significant sense hsgeneral names as “cow” and “tiger” do not
[express properties], unlebging a cowcounts trivially as a property. Certainly “cow”dn
“tiger” are not short for the conjunction of properties a dictignavould take to define
them...".
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‘being present in a subject’, is a remnant of Pliatonetaphysics), yet it also includes
categories such as place (‘in the market place)) tane (‘last year’) Categories
chap. 4). Although Aristotle did not distinguish this case metaphysics from
semantics, what can be retained from his distindietween being predicable of a
subject and being present in a subject is, | thimé,distinction drawn here between
classification and attribution of properties.

3.5 Empty Names

The fact that in natural language common noungregeiently used not as predicates
but as referring expressions, as proper namessae, gan account for the similar
semantic characteristics of sentences with emptymamn nouns and sentences with
empty proper names. (A referring expression is gnifpft fails to refer to any
particular.) On the other hand, these charactesisind this similarity are problematic
if common nouns are always predicative, as Fregerfantained.

Some time before the development of General R#lgtastronomers believed
that the perturbations in the orbit of Mercury aeised by an as yet unobserved
planet. They dubbed that planatican Later it turned out, of course, that there is no
such planet. ‘Vulcan’ turned out to be an empty @atdesignating nothing.

Suppose an astronomer who has not heard abotiBissliscoveries claims that
Vulcan is much heavier than the Earth. | think kaoastronomer, more updated than
the former, would not be inclined to react by sgytinat what the first one said was
mistaken or that he was wrong. In fact, we feebumfortable with the very question,
‘Was what he said true or false?’. Even if it isgutable to say that he was wrong (of
course he was not right), that is not the prefereedtion. The natural reaction in such
a case would rather be to say that Vulcan doeexist, or that there is no such planet
as Vulcan. We terminate the discourse about Vulcstead of continuing to use the
name as if it designated some planet.

Similar remarks apply in the case of empty commamins. Suppose some
astronomers mistakenly believed that theresaxeralplanets between Mercury and
the sun, and that while discussing their propedias of them claimed that some of
the planets between Mercury and the sun are heeiethe Earth. It would again be
unnatural to insist that he was wrong; we shoulderarespond by saying that there
are no such planets. Since the referring expredsionsed, ‘the planets between
Mercury and the sun’, is empty, that should be n@dar. That is the next move in
the language-game, and not a move relating taulte ¢r falsity of what was said.

For a statement to be considered during a dismuss either true or false, we
should succeed in doing with each expression awadain it what that expression is
intended to do. If an expression is used to refepdrticulars, then, in case of
reference failure, the expression does not perfrfanction. In that case one should
not continue the discussion by claiming that tlaeshent has this or that truth-value.
Rather, one should make clear that the statemenit/ad reference failure. Common
nouns in sentences of the form A's are such and such’ are used to refer to
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particulars. Accordingly, these sentences presupposcessful reference A¢s. So,

if ‘A’ does not designate anything, the reaction to teerance of such a sentence

should be similar to the reaction to a subject-ipege statement with an empty

proper name as subject, a statement in which thigepname has a referential role.
By contrast, the sentence

(Somex)(Planet-between-Mercury-and-the-su& Heavier-than-the-eartk),

which is allegedly the correct translation of ‘Soofethe planets between Mercury
and the sun are heavier than the earth’ into tedigate calculus, is simply false,
since it is false for every value xfThe problem of empty reference does not arise for
this translation, since ‘Planet-between-Mercury-tivesun’ is a predicate, and not a
referring expression. The alleged translation éset in its meaning to the sentence
‘There are planets between Mercury and the sunhndnie heavier than the earth’, a
sentence that does not presuppose reference tplsumelts, and which is simply false.
This discrepancy between the alleged translatiohtla translated original indicates
again the distortion involved in treating commomum® in quantified noun phrases as
predicates. By contrast, a translation of ‘Vulcarheavier than the Earth’ into the
predicate calculus does give rise to the probleengfty reference. Thus, the affinity
between the two sentences is lost in their traoskginto the predicate calculus.

This distortion will be made clearer if we compéne following two sentences
and their purported translations:

1 Some nurses are witches
2 Some witches are nurses

Since conjunction is symmetric, they are both tedad by
3 (Somex)(Witch x & Nursex)

Now suppose both (1) and (2) are said of the redldwnot of any fictional story). |
think our natural response to (1) would be to kay it is false, while that to (2) would
be to say that there are no witches. We feel somiepérplexed, | think, when we are
pressed to say whether (2) is true or false, wbilecourse no such feeling
accompanies the parallel question about (1).

This is easily explained on my analysis of thecfiom of common nouns in
guantified noun phrases. In (2) the referring esgion, ‘witches’, does not refer,
whereas in (1) the referring expression, ‘nursésgs, while ‘witches’ is used as a
predicate. Since no nurse is a witch—there areiteh@s—the first sentence is false.
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By contrast, (3) cannot explain the differenceseein our attitudes to the truth-
values of (1) and (2), since the difference betweggrence and predication is lost in
translatiorf We again see that the analysis of common nourguamtified noun
phrases as referring expressions can explain $tiguphenomena that create
difficulties if they are analyzed, following Freges predicates.

Strawson, in his discussion of presupposition lapter 6 section 7 of his
Introduction to Logical Theoryclaimed that sentences of the form ‘Alk are (are
not) B's’ and ‘SomeA’s are (are notB's’ presuppose that there aiés. This claim,
he maintained, is both intuitive and does just@etistotelian logic. Moreover, in
chapter 6 section 8 of that book Strawson clairhatld sentence of the form ‘Alls
are B's’ presupposes the existence A6 because the subject of that sentence, ‘all
A's’, plays the referring role. Although | maintaimat the common noud\’, and not
the grammatical subject ‘all's’, is the referential expression in sentenceshebe
forms, my position is clearly close to Strawsofifsof course extend it, as Strawson
would presumably do too, to other sentences ofdhma ‘q A's areB's’, whereq is
any quantifier: ‘most’, ‘many’, ‘seven’, etc.)

Strawson’s position should be modified, however, another respect. The
presupposition ofg A's are (are notB's’ is not thatA's exist but that the speaker has
succeeded to do with the expression what he atteimpe.,refer to A's.® Now
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8 The situation is similar if one uses generalizedrtfiers. For instance, if we use binary
quantifiers, then the translation of (1) is ‘(Soxd@Vitch x, Nursex)’. One would need to
stipulate that in case the first predicate doesappty to anything in the domain of discourse
the sentence has no truth-value, while this isnezessarily the case if the second predicate
does not apply to anything in the domain. But #tipulation seemad ho¢ since thetwo
concepts are used as predicates. On the other handhave just shown, if only the first
concept is a referring expression, as | claim, tthenasymmetry of our responses is easily
explained.

% | distinguish between names of fictional characterd names that do not denote anything.
Names of fictional characters can very naturallgéid to denote fictional characters. ‘Hamlet’,
in ‘Hamlet killed Polonius’ and in ‘Peter is asasolute as Hamlet' is used to refer to Hamlet.

Referring is not a relation like touching: you cafer to a nonexistent thing, although you
cannot touch it. Only a picture of relations dortedaby relations like touching made
philosophers assume that if two things are reldkesh both must exist. Referring is one among
many counter-examples. One dawe a fictional character or bstrongerthan a fictional
character; one can be older than a fictional cbaraas when she died; a house cafalger
than a fictional house; and so on.

This topic obviously requires more discussion, thig is not the place for it. | would just
emphasize that it is not discoverybut adecision albeit a natural one, to consider the
mentioned use of fictional names referential (Smapter 5). This use is similar in many
respects to paradigmatic referential uses, althalifferent from them in some significant
features. For instance, the use of a name to tefer fictional character frequently cannot,
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ordinarily, one intends to refer to existing thingad therefore the presupposition of
successful reference entails Strawson’s presujgosf existence. But this is not
always the case. One may speak of mythologicabckers, e.g., the Greek gods, and
say that many of them were lascivious. Here themoipresupposition of existence,
only of successful reference—as is also evideh#ycase when one says that some of
Homer's heroes did not really exiét.

because of its very nature, be substituted by ipgirib the character referred to (unless the
character is, say, a character in a film or a paiht The degree of similarity in use to
paradigmatically referential uses should guidedaaision.

19 1n section 11 of that chapter Strawson uses lisnclthat existence is presupposed in a
subject—predicate statement, to give ‘a new eddeetdamiliar philosophical observation that
“exists” is not a predicate’: in a statement likg (Many Homeric heroes existed’ there is no
presupposition of existence, and in this respeit different, according to Strawson, from a
subject—predicate statement such as (2) ‘Many basse brown’. Hence, ‘exists’ is not a
predicate like ‘brown’.—If | am right, however, astatement (2) presupposes only successful
referenceto horses, not their existence, then in this mspés not different from (1), which
presupposes successful reference to Homeric hedserdingly, ‘exists’ can still be
considered a predicate, which seems quite plausibthis context. This is in accord with
Strawson’s own later views on existence—see hisEftistence Never a Predicate?’. (An
advantage of my approach over his later view isitrevoids hisad hocadaptations of what is
exactly presupposed in such cases; see there.)



Chapter 4

The Sources of the Analysis
of Referring Nouns as Predicates

4.1 Frege

Given the plausibility of analyzing common nounsguantified noun phrases as
referring expressions, and all the distinctions tineed in the previous chapter
between predication and reference by means of geterms, their analysis as
logically predicative obviously stands in needugtification. We should see whether
we can find any good reasons for thisna facieimplausible analysis. However, one
can hardly find any attempt at such a justificatiorcontemporary works in logic.

After the predicate calculus had established iiselbgic, its translation of common

nouns by predicates has generally been simply tikegranted. Yet when Frege first
analyzed common nouns in the subject position adigative, this novel analysis
could hardly have been taken that way. We should examine his reasons for this
analysis:

Firstly, this analysis may have its roots in Auststian logic. Aristotle did
distinguish between common nouns and adjectivesfottmer comprising a separate
category Categoriest; he conflates, however, semantics and metaghysicis
classifications). Nevertheless, common nouns, #dgcand verbs in the predicate
position are uniformly treated in the Aristotelisyllogism. This encourages the view
that common nouns in the subject position haveséime function as common nouns
in the predicate position, which have the sametfon@as any general term in that
position. Until the end of the nineteenth centtinis assimilation resulted more in the
distortion of the semantics of predicates tharat of referring terms. Both referring
terms and predicates were often considered nangenotative expressions (see, e.g.,
Mill's System of LogjdBook I, Chap. II, § 2). While this is true of coran nouns in
the subject position, predicates usually do notenanything. In ‘Every philosopher is
wise’, ‘wise’ is not used to name or denote anyhddy to describe philosophers.
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! Since the publication of this book I have publislagpaper in which the subject of this section
is treated in more detail (Ben-Yami 2006). That graphould be seen as superseding this
section, which | have not revised.
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Frege inherited this conflation of reference arebjcation, but since his analysis
of concept-words is more faithful to the semanti€spredication than to that of
reference, the understanding of reference suffmiaa this time.

Secondly, Frege, being influenced by the matheadatoncept of a function,
conflated the denotation—predication distinction thwithe singular-referring-
expression—general-term one.

In mathematical notation, the arguments of a fancare always singular terms,
and one naturally thinks afingular terms as denoting mathematical entities. For
instance, in f(2)=2%, 2’ is the argument, and it denotes the numbera@d in
“f(x)=x*, the argumentx is a variable, denoting nothing, but it can bplaeed by
any singular term that denotes a number.

Frege viewed logic through mathematical spectackes the subtitle of his
Begriffsschrift declares, his formula language was ‘modeled ugen formula
language of Arithmetic’. He tried to interpret teuctures of natural language as
embodying, perhaps in a misleading form, mathemlattructures. His way of
achieving that was by identifying concepts withdiions; ‘it seems suitable’, he
wrote, ‘to say that &onceptis a function whose value is always a truth-value’
(1893, Book I, § 3; cf. his 1891, p. 15). Frege samuently replaced the subject—
predicate distinction with the argument—functiore @879, section 9, and in many
later writings). This replacement brought withhetascription of the denotative role
to singular terms alone, as it is in mathematic&htion. General concept-words were
accordingly considered logically predicative (1892193; cf. 1976, p. 103)As a
result, since common nouns, being applicable toynpamticulars, are general terns,
they were taken by Frege to be logical predicates.

The analysis of common nouns as predicative, eveen they function as
grammatical subjects, is already present in Fre®edgiffsschriftof 1879 (e.g., § 12).
His arguments for this analysis, however, are foonlg in his later writings. In his
Die Grundlagen der Arithmetilof 1884 (§ 47) we find the following argument,
intended to show that in the sentence ‘All whaless mammals’ we do not speak
about whales—i.e., ‘whales’ does not refer to wéakeut about theonceptof a
whale:

Indeed, the sentenc&4dty ‘All whales are mammals’ seems at first sightb® about
animals and not about concepts; but if one askighwdmimals then are talked about, even
a single one cannot be indicated.

Error! Reference source not found. xlvi

2 This claim is formally mistaken, since Frege tHuugf concept-words as denoting concepts,
and of statements as denoting truth-values. Thuselier, is a technical expansion of our
concept of denotatiolnédeutuny while my use of the concept in the text in ratinical.
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Of course, when we talk about whales, there isllysna whale around to which we
could point. But all the same, the answer to thestion, which animals are talked
about?, is straightforward: whales. So what is ghat of Frege’s comment, that
‘even a single one cannot be indicated’? Fregdrage as follows:

Suppose a whale was present, then neverthelessmence does not claim anything about
it. One could not infer from our sentence that dnémal present is a mammal, without

adding the sentence that it is a whale—somethingsentence does not contain at all

[wovon unser Satz nichts enthalt

The intended conclusion, that the sentence is mmitavhales, does not follow from
this argument. If one said ‘Peter is il and Petere present, one could not infer that
the man present were ill without adding that Héeter—something our sentence does
not contain at all. Yet ‘Peter is il is about Bet even according to Frege.
Analogously, ‘All whales are mammals’ can still @bout whales, even if one does
not know of a certain animal that it is a whale.sdems that Frege confuses
epistemology and semantics in this case. A sentesrcde about certain particulars
without somebody being able to say of a given paldr in specific circumstances
that it is among those the sentence is about—asdstthe case with proper names as
well as with common nouns.
Frege concludes his discussion thus:

Generally it is impossible to speak of an objedhwiit designating or naming it in some
way. But the word ‘whale’ names no particular.

This obviously begs the question. On the one haadian say that ‘whale’ designates
all particular whales. On the other, we can say @fthough it does not specifically
name any particular whale, it is used to speak tadibwhales. Frege fails to supply
us here with a good justification of his positon.

In ‘Uber Begriff und Gegenstand’ of 1892 Fregeigs further arguments for
taking common nouns to be predicates, and notrirefleexpressions, even when in
the grammatical subject position (pp. 197-8). Kirste writes that even in a sentence
like ‘All mammals have red blood’ the predicativature of ‘mammals’ cannot be
mistaken, since that sentence can be paraphrasé¢hatever is a mammal has red
blood’ or ‘If anything is a mammal, then it has retbod’.—But one can use
paraphrases both ways: why not say that the &rsesace, where ‘mammal’ functions

Error! Reference source not found. xlvii

3 Frege repeated this argument, referring backdiiose47 of theGrundlagen in section IV of
his review of Husserl'®hilosophie der Arithmetikpage 83 in the English translation), and
also on page 454 of his ‘Kritische BeleuchtunggeniPunkte in E. Scrodev®rlesungen tiber
die Algebra der Logik
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as subject, shows that in the paraphrases themionemmal’ isnot used as a logical
predicate? An additional reason is needed in dodgsstify taking the paraphrases as
revealing the nature of the concepts in the pagsgltr sentence, and not the other
way around. Moreover, as was argued abov&3§ two sentences can say the same
thing although using concepts in different ways.

Secondly, Frege writes that if in

All mammals are land-dwellers

the phrase ‘all mammals’ were the logical subjdugn its negation should be ‘All
mammals are not land-dwellers’, which it is not.caingly, ‘all mammals’ is not
the logical subject of that sentence. Frege refdehie argument in a note on page
441 of his ‘Kritische Beleuchtung einiger PunkteEnSchroderd/orlesungen Uber
die Algebra der Logik He there used as an example the sentence ‘Aliescare
heavy’, and argued that from the fact that the tiegeof this sentence is ‘Not all
bodies are heavy' it follows that neither ‘all beslinor ‘bodies’ are the subject of that
sentence.

But why should the negation of ‘All mammals aradadwellers’ be of the form
Frege specifies, in case ‘all mammals’ or ‘mammdssits logical subject? The
negation of ‘Peter and Mary are painters’ is n@tdPand Mary are not painters’ but
‘Peteror Mary is not a painter’ or ‘Peter and Mary are hoth painters’. Yet, as |
have argued in sectioR.2, ‘Peter and Mary' is surely the logical subjeftthat
sentence: ‘Peter and Mary' is used to specify teapte of whom something is said in
the sentence. All that these examples show is th®tsyntax of a negation of a
sentence with a plural subject is not that of thgation of a sentence with a singular
subject.

Frege’s reasons and arguments for not taking canmoaons in the grammatical
subject position to be referring expressions ageetbre far from sufficient. It seems
that Frege first formed, under the influence oflmatatics that was discussed above,
the artificial language of hiBegriffsschrift which mistakes such reference for
predication. Only later did he try to justify thimsition, to which he was already
committed by his calculus.

4.2 Russell and Bradley

Frege’s reasons, however, were not the only orgmnsible for logicians analyzing
common nouns in quantified noun phrases as predican analysis built into the
predicate calculus. Russell's work had a more igmit role in the almost universal
acceptance of the calculus, and with it of thisahisn analysis. And Russell seems to
have been convinced that such common nouns arealogiedicates primarily by
Bradley. While writing ‘On Denoting’, when he wakeady familiar with Frege’s
work, he analyzes the proposition ‘All men are mb(p. 481). ‘This proposition’, he
writes, ‘is really hypothetical and states tlianything is a man, it is mortal. That is,
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it states that ik is a manx is mortal, whatevex may be.” And Russell notes that this
‘has been ably argued in Mr. Bradleylsogic, Bookl, Chap.ll* Russell
consequently substitutesis human’ for X is a man’, i.e., an adjective for a common
noun, a substitution emphasizing that predicaamd, not reference, is involved in the
paraphrased sentence. Thus, Russell's acceptanéeegé’s predicate calculus’
analysis of such common nouns as predicates wemaly assisted by Bradley’s
arguments for their predicative nature. We shotidreffore consider Bradley's
arguments.

After arguing, on the basis of various psycholagiand metaphysical
considerations, that all ideas are adjectives dngidgments hypothetical, Bradley
claims that ‘more ordinary considerations mighténéad us to anticipate this result’
(1928, p. 46). He then examines, among other segdenniversal ones. This is what
he writes about the sentence ‘Animals are moxalAll animals are mortal’:

“Animals” seems perhaps to answer to a fact, saficanimals who exist are real. But, in
“Animals are mortal,” is it only the animals nowigting that we speak of? Do we not
mean to say that the animal born hereafter willagelly die? The complete collection of
real things is of course the same fact as thetheajs themselves, but a difficulty arises as
to future individuals. And, apart from that, we reedy in general have in our mind a
complete collection. Wenean “Whatever is an animal will die,” but that is tkeme asf
anything is an animdhenit is mortal. The assertion really is about meypdthesis; it is
not about fact. (p. 47)

And Bradley concludes:

Universal judgments were really hypothetical, bseauhey stated, not individual
substantives, but connections of adjectives. (p. 48

We can take Bradley’s ‘answer to a fact’ as meadesgjgnatingor referring. The
first of his arguments against considering ‘animatsreferring to animals is then
that since future animals do not yet exist, itngpossible to refer to them. His
second argument is that since we do not have imminol a complete collection, we
cannot refer to a complete collection.

Let us consider Bradley's second argument finst'hlaving in one’s mind a
complete collection’ Bradley perhaps means that thieks separately of each
particular of the complete collection, perhaps lea bbasis of acquaintance or of a
description. This would be the case when one refag, to all of one’s children.

Error! Reference source not found. xlix

4 De Morgan (1847, p.109) already argued that ‘aditibnal proposition is only a
grammatical variation on the ordinary one ... Oftthe forms, categorical ['Even(is Y] and
conditional ['If X, then it isY’], either may always be reduced to the other'.
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But why should this be a precondition for referetmwen complete collection? We
could on the contrary maintain that one can hageraplete collection in mind in
virtue of a general term which refers to all andyothe particulars of this
collection. | think this argument begs the question

Let us next turn to Bradley's first argument: cae refer to non-existent
individuals, to future ones for instance? Indeédhé possibility of reference is to
be admitted in such cases, it would on some oceadie a less paradigmatic case
of reference than that to a present personQéepter 5). But first, even if this kind
of reference is not admitted, that does not ettail in cases where this problem
does not arise, as with common uses of the expregsi children’, the expression
is not a referring one either.

Secondly, adopting the suggested adjectival fampeaspicuously representing
the actual logical relations in ‘All animals are &’ would not help us out of this
conundrum. On Russell's version, we state that if an animalx is mortal,
whateverx may be. But then we use the variabfeor the quantified construction to
refer tofuture individuals as well, in some sense of referenceif @& variable, or a
quantified construction that uses variables, svad this kind of reference, it should
be allowed to common nouns as well, and the asigubstitution is unjustified.

Lastly, there are good reasons for allowing thssjflity of reference to future
individuals. Consider the sentences

All children born last year got the flu.
All these children got the flu.
All children that will be born next year will géte flu.

‘These children’, as frequently used in the secestence, is a paradigmatic case
of reference. And both the first and the last sss#eare similar to it not only in
grammar, but in method of verification as well:ah cases one should check, in
some manner, all children belonging to a certagugr and see if they got the flu.
For instance, one either asks all children borr {@mar or their parents {1
sentence), or asks all the children pointed aheir parents (¥ sentence), or waits
for at least a year and then proceeds similarl§ §8ntence). In addition, the
situations described by all these sentences ang sigrilar: each of a group of
children having, at some time or other, the fluctSeonsiderations support the
classification of all nouns coming after the quitiin these three sentences as
referential expressions. Accordinglgace Bradley, it seems legitimate to allow
reference to future individuals.

To corroborate the argument of the previous pagdyr| proceed in the next
chapter to a general discussion of reference.



Chapter 5

Reference

In this chapter | discuss our concept of refereAtthough | shall try to clarify what
reference consists in, this question will intergsonly to the extent in which it helps
either to allay qualms about some kinds of refezeoc demonstrate the parallels
between singular and plural reference. My clarifizaof the nature of reference will
therefore be only partial. | shall refer in two gda to authors who discuss in more
detail some central elements of the view | hold.

What does it mean, then, to say that a word id teseefer to certain particulars?
Although reference is a key concept in semantidaypoit is rarely explained. Its use,
however, is obviously technical to some extenfrsexplanation is called for.

The explanations one does find in contemporagyditire on the philosophy of
language are often along the same lines as thewialj one. A term used in a
sentence refers to an object, it is maintaineitl cibntributes the object to the content
of the sentence. This is no good. If we understeimat is meant by ‘to contribute an
object’, it is because we take ‘contribute an abjecbe synonymous with ‘refers to
an object’. Even if this formulation is a corredfidition, it does not help to clarify
the concept of reference. It is merely a semblahe& explanation.

Other popular explanations are roughly of theofelhg form: a term used in a
sentence refers to an object if it makes the obgetant to the truth-value of the
sentence. Ignoring some surmountable difficulties).( reference in questions or
commands, which do not have a truth-value), thearmpesblem with this explanation
is that it does not specify the intended senseetévant'. If one says, ‘Paul is out’,
then Jane might be relevant to the truth-valuehisf $tatement, since Paul is often
with her. And if one says, ‘Peter is our dean’ntdem is relevant to the truth-value of
that statement, since if he had been the dearuid@mve been false. But neither Jane
nor Jim was referred to in these examples. Paatisuklevantin some senséo the
truth-value of what is said, in either actual orsgible circumstances, are not
necessarily referred to in the statement. So vehtitel intended sense of ‘relevant’ in
the above explanation?—It is, obviously, the ondclvhmakes only the object
referred torelevant, and again we are left with no explamatio

A well-known attempt to explain reference, whiaked not consist in an obscure
tautology, is Quine’s. Quine attempted to explagaming and reference by means of
Skinner’'s concept of a conditioned reflex (Quin@6d, pp. 80-82). The meaning of
sentences and words is ultimately derived, accgrtinQuine, from the meaning of
what he calledbservation sentencétbid., § 10), whose meaning is ultimately their
stimulus meaning(ibid., § 8). Stimulus meaning has two parts, raffitive and
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negative. The affirmative stimulus meaning of ‘Riéibbay, consists in the class of all
stimuli that would prompt the speaker’s assentlests negative stimulus meaning
consists in the class of those that would promptsiheaker’s dissent (cf. ibid., where
the definition is elaborated a little). If we igeoQuine’s commitment to stimuli—his
materialist version of sense-data—we can say twrding to him ‘rabbit’ refers to
rabbits because we are prompted or disposed tatassis assertion when we see a
rabbit, and to dissent from it when we do not sge @ also ignore Quine’s alleged
indeterminacy of reference, irrelevant to this déston.) Quine has continued to hold
this conception of meaning and reference ever dvieed and Objectcf. his 1995,
passim.).

The fundamental mistake in this conception of rimepand reference is that its
presupposed dispositions do not exist. In mostigistances in life, if someone were
to approach us and point, say, to our shirt andseést’, we would not be prompted
or disposed to assent in any way; and even lesgslll we be disposed to dissent
were he to point to our shirt and say ‘rabbit’. Tdispositions Quine presupposes
exist to some extent only when we attempttéach our language; but teaching
presupposes a competent use of language, a uskich words have a reference
which teaching tries to match. Accordingly, referis grounded in a use from which
Quine’s dispositions are missing. His conception neéaning and reference is
therefore misguided. Quine almost reduces his listieaconception of language to
absurdity when he claims that ‘the ideal experimlesttuation’ for studying an
unfamiliar language is ‘one in which the desiredilac exposure concerned is
preceded and followed by a blindfold’ (1960, p.:3R)these circumstances, the use
of language will have next to nothing to do withactual use.

Quine was correct, however, in his attempt to @rpleference by focusing on the
use of words. His mistake was in what he took tisatto be grounded on. If we wish
to explain what reference consists in, we shouftsicier a more realistic case of word
use.

Such a use is described by Wittgenstein, in thersksection of highilosophical
Investigations

Let us imagine a language for which the descriptioren by Augustine is right. The
language is meant to serve for communication betwdeuilder A and an assistant B. A is
building with building-stones: there are blockslaps, slabs and beams. B has to pass him
the stones, and to do so in the order in which édeeghem. For this purpose they use a
language consisting of the words “block”, “pillarslab”, “beam”. A calls them out; B
brings the stone which he has learnt to bring ett-sund-such a call.

Unlike Wittgenstein, we do not need to assume tetianguage he describes is a
complete primitive language; it is enough that fkig use to which our language
can be put.

As Wittgenstein writes, this is a use for whicke thescription given by
Augustine Confessionsl. 8.) is right. This use inspires ‘a particufacture of the
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essence of human language. It is this: the indalidvords in language name
objects’ (Wittgenstein, ibid., § 1). It is, we caay, a referential use of words. And
Wittgenstein writes later on (8 37):

What is the relation between name and thing nam&tigh-whatis it? Look at language-
game (2) or at another one! There you can se®thefghing this relation consists in.

A says ‘slab’; B brings him a slab; A takes it aswhtinues with his work. A
says ‘slab’; B brings him a block; A doesn't takehe stops his work and says to
B, ‘No, slab!; B apologizes and quickly fetcheslab. The fact that utterances of
‘slab’ and slabs are connected with this sort dfawor is what it means that the
word is used to refer to slabs.

Similarly with proper names. ‘Please give this bdo Peter’: if you give the
book to someone else, corrective behavior will en¥lou inform me: ‘I gave Peter
the book’; | later calPeterand ask him how he found the book | had earlikeds
him to read. ‘Where is Peter?—He is over therahd | point toPeter Such
behavioral connections between words and objectstitote reference.

These examples require some methodological datiins. Firstly, they are
examples, and not a general description of whatreete consists in. By contrast,
all explanations mentioned above, which | rejectitempted to give a general
description. Such a description, if possible, isebu preferable to examples.
However, | think explanation by means of exampkeghe form explanations
should, by and large, take when basic concepts aacteference or naming are
concerned. No general concept that can be usedthiegiee a general definition
will be clearer than that of reference. Comparedinglar approach of Grice and
Strawson in their ‘In Defense of a Dogma’, pp. B2-when criticizing Quine’s
implicit demand of a satisfactory explanation of toncept of analyticity, that it
should take the form of a strict general definition

Secondly, it might be remarked that the kind ofidéor | describe does not
necessarily accompany the referential use of wdtdsinstance, even if B brought
A a block when the latter said ‘slab’, A might tkithat he can make some use of a
block too, and continue with his work without cartiag B. All the same, A
referred to a slab, and not to a block. Thus, omghtnconclude, the kind of
behavior which usually accompanies the referential use of words does not
accompany ihecessarilyand it cannot therefore be what reference cansist

This argument tacitly presupposes the invalidrigriee from the true statement,
that exceptions are always possible, to the fafeg that it could be that all cases
be such exceptions. The meaningful use of langpaggupposes an actual form of
life, which endows language with meaning.

The justification of this last claim would obvidysdemand an extensive
discussion. Instead of supplying it | refer thederato Wittgenstein’®hilosophical
Investigations

Thirdly, a point more directly related to the sdijof this work: these examples
are paradigms of a referential use of words, big itnclear how they should be
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extended to other cases, which may resemble thetifféoent degrees. Thus, what
reference consists in is not precisely determingdthese examples.—That,
however, is how it should be: there is no unique wawhich these paradigms
should be extended. Our concept of reference isagues family-resemblance
concept. Any definition that draws exact boundaresild substitute a different
concept for ours, a substitution which may be @dir for some purposes, but
which is not the aim of our present inquiry.

In the rest of this chapter | shall be concernét warious examples of the use
of words, uses which will move from the obviousifarential to what can hardly
be considered as such. My examples will resemhiadigmatic referential uses in
various ways and to different degrees. The decisiogasionally compelling, to
consider a use referential, will be based on itslarity to paradigmatic cases of
reference, similarity both in grammar and use. Tgriscedure will serve us in
drawing the vague boundaries of our concept ofeefee.

One picture of reference is perhaps that of pmintby means of words;
Wittgenstein’s A could point to a slab instead afing ‘slab’. Reference by words is
a linguistic extension of pointing. We have alreadyen this picture at work in a
guotation from Max Black (p.11). Now pointing, dikreference, is a complex
practice. It has various consequences, dependirtgeonircumstances of its use. A
child points at a toy and her father gives it to. dane points to a shelf while saying
‘Put it there’, and Peter puts the vase on thdf.shied so on: a multiplicity of uses,
resembling each other in various ways. Moreovenpgement of a hand is pointing
because of its place in what we do; in a diffecemttext, the same movement may be
part of a dance, say. We should not assume thatduee reference to something
simple when we consider it pointing by means ofdsoAll the same, this picture can
serve us when we discuss cases of reference. aatdi referential uses of words
are those where we could, instead, point with mgef to the object referred to, if it
were present.

One paradigm of referential use is the use of ‘Mamythe following piece of
conversation:

‘Who is leaving?'—'Mary is.’

Here Mary was referred to by means of the word {Mdnstead of saying ‘Mary’,
one could point to Mary if she were present.

Now we could also use ‘she’, ‘they’, ‘John and Matthe children’, etc. in a way
similar to that in which ‘Mary’ was used in the exagle above. Accordingly, all of
these should then be considered referential. fnkihid of use there is no distinction
relevant to reference between singular and plxalessions.

Should the use of ‘Mary’ in

John saw Mary in the supermarket
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be considered referential? | think it is more retyrconsidered referential if the
sentence is said in response to the question, ‘Widrdohn see in the supermarket?’
than as a response to the question ‘Who saw Mathieirsupermarket?’. The first
answer, but not the second, could be substitutgubimting to Mary. However, since
the statement made describes the same event icésrk, it is legitimate to consider
the use of ‘Mary’ in both as referential. All thense, it is important to realize that the
concept of reference is thus somewhat extendededards plural versus singular
expressions, both can be used the way ‘Mary’ wasl urs this example. John could
have seeffom and Maryor he could have segéme children and, if we point to Tom
and Mary, we can say that John ghemin the supermarket.

Is the use of ‘Mary’ in the question

Have you seen Mary?

referential? | do not think we would ordinarily imelined to consider it such, but it is
of course legitimate to call it referential in soteehnical sense. There are various
reasons for doing that. For instance, the use @fryMin ‘I haveseen Mary’ in an
answer to that question, or of the pronoun ‘her’lifiave seen her’, is referential,
according to the standards of preceding paragrapbsagain, in some weaker,
extended sense, this use can be considered réeantvell. As long as we are not
misled by this decision into thinking that we atédgd by some essential feature that
constitutes reference, we are free to decide eitlagr As for singular versus plural
expressions, no distinction relevant to referenxigt®in these cases either.

Let us now consider the sentences:

The man standing by the window must be a philosophe
The tallest man in the world must be miserable.

The use of ‘the man standing by the window' in fivst sentence is naturally
considered referential. It can be accompanied ligtipg, for instance. Now because
of the syntactic and semantic similarities betwéentwo sentences, we can consider
the use of ‘the tallest man in the world’ in the@sd sentence referential as well,
although the first sentence but not the second llysaasumes some kind of
acquaintance with the man referred to. For instasjpeakers will usually be able to
identify the man referred to in the first senterime means independent of the
description used, while they must rely on the dpson in the second sentence in
order to identify the man mentioned in it. In thecand example we are further
removed from the paradigmatic cases of referencstanted with, and accordingly
the decision to count as referential the use itesaik the definite description is less
compelling. Indeed, some prefer to distinguish lkeetwreferential and attributive uses
of definite descriptions, and to consider the sdaase above attributive (Donnellan,
1966). | think, however, that it would be more matuto distinguish between
reference accompanied by acquaintance and merstyigkive reference. But in any
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case, singular and plural expressions can bothseéd in this way, so no distinction
with respect of reference is justified between them
Consider next this short conversation:

‘Who is this man?—'It's John Smith.’

| do not think there is sufficient justificationrfoounting the use of ‘John Smith’ here
as referential. Attention was not drawn to Johnt!siy means of his name, and to
find out whether the answer was correct one shaoulg inquire how the man
indicated is called. In addition, one cannot see the word ‘John Smith’ could have
been replaced or accompanied here by that parazfigefierence, pointing: to whom
should one point? Pointing to the man indicated mdglt supply any answer, and
pointing to another person would be a mistake. This more plausible to maintain
that ‘John Smith’ is used here to identify someame] not to refer to anybody.

To support this claim, we can use a principle Whgeach ascribed to Buridan
(Sophismatachap. vi, sophism v) and namBdridan Law(Geach, 1962, pi; cf.
Geach, 1961-62, pp. 94-5). The principle says ttatreference of an expression
should be specifiable in some way that does nailuevfirst determining the truth-
value of the proposition in which it occurs; detgration of reference (which is part
of the determination of meaning) is a preconditibdetermination of truth-value.

Now in case the answer to the above questionadsgyri.e., the man indicated is
not John Smith, it seems strange to maintain tbhh Bmith was referred to; the
speaker simply misidentified the man indicated. s[taccording to Buridan Law, it is
plausible to maintain that even if the answerusg tftJohn Smith’ is not used to refer
to anybody.

Other expressions can be used in this way as k@linstance:

This isthe prime minister
These ar¢he people who will escort you to the airport

Error! Reference source not found. Ivi

! Buridan actually formulated a somewhat differeringiple in that place: ‘a proposition
presupposes the signification of its terms. Fas first required that the terms be imposed to
signify before any proposition is formed from therff966, p. 167). That is, Buridan
maintained that the reference of an expressionldhmmuspecifiable in some way that does not
involve first determining theneaningof the proposition in which it occurs. However,rigian
uses his principle to reject a sophism in which riéference of a term is determined by the
truth-value of the proposition in which the ternts; i.e., he in fact uses the principle Geach
formulated. Geach’s ascription of his principleBoridan is therefore acceptable, and | shall
continue to refer to it as ‘Buridan Law’.
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| think it is strained and unjustified to considikie use made of these italicized
expressions referential. They are more naturalhsiclered identificatory. However,
as demonstrated, both singular and plural expmessice used in this way. So whether
or not one decides to count these uses referetiial, should not justify any
distinction between singular and plural expressi¢B8ee more on identity in section
11.5)

Lastly, it would be odd to consider as referenti@ use of the expressions
‘Mary! or ‘Boys!" in exclamations or to draw attéan. But even here we see that
singular and plural expressions have parallel uses.

We can move away from paradigmatic examples ofeaée in a route different from
the one followed above. Consider these two sentence

The man carving this statue is a fine artist.
The man who carved this statue was a fine artist.

The uses of the definite descriptions in these $&ntences are very close. For
instance, the truth-value of both can be determim¢ide same way: by examining the
corresponding statues. Moreover, the implicatiohthe two sentences on what we
may do are also similar. We may look for otherugatby the same artists, we may
praise their work, we may try to imitate it, we mag interested in learning more
about the artists, and so on. However, there mightone significant difference
between the sentences: the second artist may gerlexist.

Should this difference influence our decision, thike to count the use of the
second definite description referential? | do hoik it should. The two sentences are
grammatically very close to each other; it may b&nown to speakers and their
audience whether the second artist is still alar it would be strange to let this
unknown fact determine whether the definite desiorpis used referentially; the
understanding of both sentences is manifestedniiiasi ways; they can be put to
similar uses. If our picture of reference is thigbainting by means of words, which is
often pointingin absentia why cannot the absence be permanent? | find &t mo
natural to extend the possibility of referencegoge and things that no longer exist.

Should reference to future individuals be allowesi well? | discussed this
guestion at the end of the previous chapter, dral/¢ little to add in this place. The
resemblance to reference to existing individualdisinished, but it still exists: in
grammar, method of verification, and the use thatlwe made of the sentences. So it
is legitimate, although less compelling, to consities use referential.

One thing, however, deserves notice: even if wenalocount as referential the
use, say, of the definite description in ‘The dadldwho will be born next year will be
vaccinated’, this does not entail that we havedwsitler it predicative. To consider
the use of any concept as either referential odipaive would be to impose an
unjustified dichotomy on language. In case theafishe definite description above is
not considered referential, we would do best tocdles its similarity to and
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difference from referential uses, and to introdsome technical term applicable to
this use and similar ones. But again, | think timailarity to paradigmatic cases of
reference justifies countenancing reference torduindividuals, as long as we are
conscious of the distinctions between this use atier, more paradigmatically
referential ones.

Reference to individuals that no longer exist mdsles reference to fictional
individuals, those who never existed. | have alyeadde some notes on this topic
(note 9, p. 43). Here | would add that frequentlyisi uncertain whether some
characters are fictional or real—that is the catie mvany characters in the Scriptures,
e.g., Abraham and Moses. Accordingly, if we all@ference to past individuals—
which | claimed is a most natural decision—it woldd awkward not to allow
reference to fictional ones as well. Not allowingcts reference would make the
answer to the question, whether a use of a temefésential, sometimes depend on
contingent results of future research, and notamtsfabout its actual place in our
linguistic and non-linguistic behavior. Again—suahdecision is legitimate; but it
would be an awkward one, and far from compelling.

As regards plural versus singular reference, ther@o relevant distinction
between the use of plural and singular expressidren past, present or fictional
individuals are concerned.

The last use | shall discuss in this chapter is @ianouns as in the following
examples:

Wisdom is a virtue.
Philosophy has lost much of its glamour.

Should we consider the use of ‘wisdom’ and ‘phifgsg in these examples
referential? One may be inclined to say we shaiigte these nouns are used here to
mentionwisdom and philosophy, or because we wargayp something abodhem.
But this fact is, in this case, the same as thetfed ‘wisdom’ and ‘philosophy’ are
the subjects of these sentences. We should ratheiré what does the fact that we
speak about wisdom and philosophy in these casesstm.

To say that wisdom is a virtue is roughly synonymaiith saying that wise men
are in this respect virtuous, or that it's goodbéowise. To say that philosophy has lost
much of its glamour is more or less like saying fieople do not find philosophizing
as glamorous as people once did. In order to urahelrsvhat these sentences mean,
we should know what it means to be wise or to gbiihize. And ‘to be wise’ and ‘to
philosophize’ are now used as predicates, to saetong about individuals referred
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to be other means. That is, the meaning of ‘wisdand ‘philosophy’ is determined
by the predicative use of these concepts. Theidigméve use is prior from an
explanatory, and therefore also a semantic, pdimiesv. In this sense ‘wisdom’ and
‘philosophy’ aresemantically derived noufds

The use of semantically derived nouns is far resdoyrom paradigmatic
referential uses. Semantically derived nouns dopwint to anything, but rather
abbreviate a more elaborate use of predicatesplBlee of their use in our behavior,
linguistic or other, has little in common with thatparadigmatic referential uses. To
count this use referential, in the same sensetligause of ‘Mary’ in ‘Mary has
arrived’ is, may easily lead to metaphysical faegsThe only justification for
considering it referential is syntactic, not serwamh this work | do not count this use
among those | consider referential.

However, although the use of semantically derivedns is only faintly related to
paradigmatic referential uses of common nouns fasamanticpoint of view, their
incorporation in the same place in thgntacticframework is conditioned by the
applicability of parallel syntactic transformatiomnd derivation rules to them.
Consequently, a deductive system that applieotomon nounthat have a specific
place in syntax, would also apply $emantically derived nourikat have that same
place.

We see that other words and expressions may &mocsiyntactically, the way
referential expressions like proper names, comnmms and other parts of speech
function. Semantically derived nouns, for instarmmoay function this way. Now, our
deductive system, developed in Part Ill, will apgdyall general terms that function
the way such referential expressions do. We thexafeed a phrase to designate all
expressions functioning, syntactically, the wayséheeferential expressions do. We
shall call themlogical subject termsFor instance, in ‘Wisdom is a virtue’ and ‘All
virtues are rare’, we shall consider ‘wisdom’ amities’ logical subject terms, but
not referring expressions. This classificatiorogidal, not semantic; that is, it is based
on the way terms and phrases function in inferenaad not on the way they
contribute to meaning. That is why the phrase dabsubject term’ mentions the
term'slogical function, and not a semantic function like refeen

Furthermore, since our deductive system will apjglylogical subject terms
generally, it follows that for some uses of comnmmuns or other expressions it is
immaterial from dogical point of view whether or not we classify them eferential.
As long as these expressions function syntactitiadlyway referential expressions do,
the deductive system will apply to them as welk. iRstance, if one did not accept my

Error! Reference source not found. lix

2 A semanticallyderived noun does not have to grammaticallyderived as well (although
that is usually the case)—'courage’ can be consileemantically derived from ‘brave’ as
well as from ‘courageous’.
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classification of names of fictional characterseferential, this would not affect the
applicability of my deductive system to these nartfessignificant similarity between
the functioning of these names and the functioningames of real people and things
enabled the incorporation of the former in the saymeactical role as the latter. They
are logical subject terms, not logical predicalédsat means that the same syntactic
derivation rules are applicable to them.

I shall return to this point in sectidh6. But one further note on semantically
derived nouns is appropriate here. | tried to empthe nature of reference by
describing the place of referring expressions in loehavior, primarily oumon
linguistic behavior. In this way, the expressiomsittare used referentially are
identified primarily byextralinguistic criteria. By contrast, some other wndtéry to
determine which expressions are used referentigylyintra-linguistic criteria.
Dummett, for instance (1981, pp.fh7and, following him, Hale (1987, § 2.1), try to
characterize referring expressions by the kindhfafrences in which they participate.
As a result, terms like ‘sliminess’, ‘shininess’dathe like turn out to be names of
objects on their criteria (Dummett tries to findvay to avoid this result (ibid., pp. 70-
80), while Hale accepts it (ibid., pp. 32-41)). §hiesult demonstrates that their
approach is misguided. Referring is one of the wayshich language connects to
nontlinguistic reality, and it should be explained that connection. As Wittgenstein
wrote:

Of course, what confuses us is the uniform appearafiwords when we hear them spoken
or meet them in script and print. For thapplicationis not presented to us so clearly.
Especially when we are doing philosophyh{losophical Investigationg 11)

The application of semantically derived nouns igedrined via the non-referring
expressions employed to paraphrase and explainuses. That is why they are not
referring expressions and hame no object.

With this | conclude my discussion of referenceisTdiscussion was not meant to be
exhaustive. Other uses of names and of other esipnssare more or less closely
related to those mentioned above, and some caafdhebe considered referential—
as long as their distinctions are also noted. Buesmy main aims were to compare
singular and plural reference, and to allay someredmgnsions caused by
misconceptions about reference, | do not think édnéo make my discussion of
reference any more comprehensive.
| thus end Part | of my book with the followingnatusions. The notion gflural

reference is straightforward. The parallels betweeferential uses of singular
expressions and some uses of plural expressioptyaugpwith a very good reason to
consider the latter referential. Attempts to redwagparent plural reference to
semantic phenomena of other kinds have not beeivatedd by any linguistic
phenomenon, and are at least implausible. Thergaar@ reasons for considering the
use of common nouns in quantified noun phrasesemfal in many cases. This
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analysis is supported by several linguistic phem@mé&rege’s arguments and reasons
for the analysis of common nouns in these usesegticptive are far from compelling.
With these conclusions we can now proceed to disthesnature of quantification in

natural language.
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Chapter 6

Quantification: Natural Language
versus the Predicate Calculus

6.1 The Nature of Quantification, and the Differences btween Its
Implementations

The absence of plural referring expressions from phedicate calculus forces
quantification to function in the calculus in a wat is significantly different from
the way it functions in natural language. When wargify, we refer to a plurality
of particulars, and say that specific quantities tbem are such-and-such;
guantification involves reference to a pluralityathral language accomplishes this
kind of reference by means of plural referring egsions, which designate the
plurality, or pluralities, about which something said. And by using different
expressions, natural language can refer to diffepduralities. By contrast, since
the predicate calculus uses concepts only as jitedicit has no plural referring
expressions. The plurality about which somethingaisl by its sentences has to be
presupposed, and different sentences cannot spfféyent pluralities. In natural
language, pluralities are introduced and specifigdmeans of plural referring
expressions; in the predicate calculus, a pluraliigich is unspecified by the
sentence, is introduced by presupposing a domaidisoburse.

In order to speak of pluralities, natural languagetences presuppose no domain
of discourse, in the technical sense in which doiscept is used in predicate logic
semantics. A domain of discourse is a necessarpaoemt of the semantics of the
predicate calculus, which has no parallel in teasgics of natural language.

Of course, context is needed in order to deternforeinstance, which students
one refers to when one says, ‘Some students were Bat the context does not do
that by first determining a domain of discoursejcenain which may also contain
some particulars that are not students. Similavhgn one says, ‘John was late’, the
context determines which John one refers to, witlimiermining a domain which
may also contain some unmentioned Pauls and Paidise predicate calculus, the
context determines a domain of discourse, which cmafain many particulars that
will not be mentioned at all. In natural languaties context directly determines the
reference of the concepts used.

This semantic difference results in a syntactie as well. If the plurality is
referred to by some plural referring expressioe, gantifier has to be related in
some syntactic way to the plural referring expm@ssin order to indicate the plurality
of which a quantified claim is made. Consequeitlyatural language the quantifier
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is attached to a noun that is used to refer taalitly, and together they form a noun
phrase. However, if no expression is used to fefex plurality, but the plurality is
presupposed by the quantified construction, thengtmntifier does not have to be
attached to any specific component of the quadtiientence. Consequently, in the
predicate calculus the quantifier operates on teséal function.

I shall now demonstrate the above by examiningxample. In my example | use
unary quantifiers. Indeed, at present binary astticted quantifiers are often used in
linguistics and logic, translations by their meapefg superior in various respects to
those made with Frege’s original unary quantifiBsit the essential differences
between quantification in natural language and tication in the predicate calculus
are equally demonstrable by all kinds of quansfigknd since unary quantifiers are
more familiar, and quantification by their meansti# often considered the standard
or canonical mode of quantification, | prefer t@ tisem in my demonstration below.
Binary and restricted quantifiers will be introddand discussed later, in sect@a.

Let us then proceed with an example:

1 All men are mortal
is usually translated by
2 (allx)(Manx® Mortal x).

This translation departs in several ways from #raantics of the translated sentence.
Firstly, in sentence (1), ‘men’ is used to referatiorelevant men and to them alone,
while ‘mortal’ is a predicate, used to attributpraperty to men. In (2), on the other
hand, both ‘Man’ and ‘Mortal' are predicates—as ha&ve already observed, the
semantic distinction between reference with a gonead predication with one is
lost.

As a result of these differences between (1) &)d the following additional
difference arises, concerning the way the quantifiactions in each. In (1), ‘all’ is
joined to the referring expression ‘men’ (togethisey form the noun phrase ‘all
men’), and it determines that the predicate shapfaly to all the particulars th#te
term ‘men’ designateBy contrast, in (2), ‘all’ is joined to the vabie X, and it
determines that a complex predicate, the sentefoition ‘(Manx® Mortalx)’,
should apply to all the particulans a presupposed domaiSentence (2) does not
specifyany plurality of particulars, bygresupposesne. In both natural language and
the predicate calculus, quantifiers determine tav moany particulars from those
referred to a predicate should apply. But whilerglueference in the calculus is
introduced by attaching a quantifier and a varigbla sentential function, in natural
language it is made by general nouns, to whichtifigaa therefore attach.

The kind of particulars referred to in the domansometimes limited by the
variables used. For instance, one sometimesxJsgs X; etc. to denote substances,
e, &, & etc. to denote events (Davidson, 1980, essdy, T),t; etc. to denote times,
and so on. We thus find logicians and philosophmgintaining that bound
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variables ‘refer to entities generally’ (Quine, 894. 6) or that ‘a variable refers to
its values’ (Quine, 1987, p. 180). The need torrédea plurality in quantified
sentences, together with the fact that the presehsech a plurality is indicated in
the predicate calculus by bound variables, thusigitbsome to consider the latter
as a kind of plural referring expression.

My observation in the first part of this work, thhe predicate calculus lacks
plural referring expressions, might have led soesers to think that if we added
such expressions to the calculus it would theniregonly few if any additional
modifications. However, the way quantification ftioos in the calculus shows that
its semantics is fundamentally different from tlditnatural language. In natural
language a plurality of particulars is introduceyl fneans of a plural referring
expression; while in the predicate calculus theabity is introduced by means of the
guantified construction. In the predicate calculgsantifiers specify how many
particulars from a presupposed domain have a nepwiperty; the quantifier in
natural language, by contrast, specifies how mamtjqolars of a plurality introduced
by a general term have a certain property. Alrdadyhese reasons, if one wanted to
develop an artificial language that could reprei@mtsemantics of natural language,
one should depart from the predicate calculus¢b am extent that the outcome could
hardly be considered a modification of the latter.

The predicate calculus cannot even be seen agpéfiid model of a fragment of
natural language. In this it contrasts with theppsitional calculus. The lattés such
a simplified model, which depicts, for some sen&monnectives, some of the ways
they function in natural language. If the case witle predicate calculus were
analogous, some quantifiers and nouns should &matisome of their uses in natural
language in the way their analogues function inctideulus; | have argued, however,
this is not the case.

6.2 Definite and Indefinite Noun Phrases

| shall now consider noun phrases in general, amutrast those containing a
guantifier with those formed with other determindy claim will be that while some
noun phrases are referring expressions, othemsuglh containing a part that is used

to refer, are not referring expressions themselves.

Error! Reference source not found. Ixvii

! This is particularly the case in many-sorted lpgis has just been mentioned. Some have
found my approach similar to that of many-sortegidowhich | have not discussed in any
detail in this book. | don't think, however, thaid significantly closer to that logic than to the
standard predicate calculus. For a comparison cdppyoach to many-sorted logic, see Lanzet
and Ben-Yami (2004, § 4).
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It should be noted once again, however, that egpes which are used in some
statements to refer to certain particulars, canused non-referentially in other
statements without any change of meaning. Conf@sinstance, the non-referential
use of the definite description in ‘Napoleon was ¢ineatest French soldier’ with its
referential use in ‘The greatest French soldied dieexile’ (Strawson, 1950, p. 1).
My discussion below is therefore limited to somesusf noun phrases, primarily
those where they function syntactically as argumeftone-place or many-place
predicates. (I use ‘argument’ to designate bothmgmatical subject terms and
grammatical object terms, either direct or indiréar instance, in ‘She gave him the
money’ | call ‘she’, ‘him’ and ‘the money’ the angients of the three-place predicate
‘give’.)

Consider first a noun phrase consisting of (1p@mon noun in the singular or
plural; (2) optional grammatically attributive adijwes, relative clauses, etc. that
modify it; and (3) a determiner like ‘the’, ‘theséier’ etc., that turns the whole noun
phrase into a definite description or a demonstatihrase. Examples are: ‘the fat
man/men’, ‘this child’/'these children’, ‘my sistst ‘the tallest man in the world’, ‘the
nice men who came to visit you yesterdaguch noun phrases, when used as
arguments, are referring expressiof® use them is to point by means of words. |
shall call the determiners ‘the’, ‘this’, ‘thatthiese’, ‘those’, ‘my’, ‘her’, etcdefinite
determinersl shall call a noun phrase consisting of a defideterminer followed by
a general noum definite noun phrasgThis classification is language-dependent;
possessive adjectives, for instance, are not detersin Hebrew.)

By contrast, a noun phrase formed fromquantifier followed by a noun, when
used as argument of a predicateyasa referring expression. Th@un (which may
be a common noun modified by attributive adjectiss) in that noun phrase is used
to refer to the relevant particulars; the quantiipecifies to how many of these
particulars the predicate applies. (This rule a3plto sentences with a single
quantified noun phrase, and will be elaboratedviod® 7.2) for those with several
ones.) For instance, when | say ‘Some studentdaéeé ‘studentsrefers to all
students under discussion, and | say that soméeoh tare late. In making that
statement | amot referring tosomestudents, but tall of them. Similarly, in ‘Most of
my new students are keen on this subject, ‘my remdents’ is the referring
expression, designating all my new students (‘afs Hust a syntactic function,
connecting quantifier and definite noun phrase &tmun phrase).

My claim that in ‘Some students are late’ the n&aindents’, and not the noun
phrase ‘some students’, is the referring express®oim agreement with Aristotelian
logic’s identification of logical subject terms. &moun, and not the noun phrase, was
considered the logical subject term of such prdjposi—the S in ‘SiP, for
instance. The quantifier was considered a logioaktant, a syncategorematic term,
signified in the formalization, together with thede of predication, by the copula—
‘i”in this instance.

To support my claim that in such sentences the faliowing the quantifier, and
not the whole noun phrase, is the referring exessonsider again Buridan Law
(p. 56; cf. its application by Geach in his 1962)8Whether a word or an expression
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is used to refer and what it refers to should berdened without reliance on the
truth-value of the statement made; determinatiomeférence is a precondition of
determination of truth-value. Accordingly, the refece of the referring term in
‘Some students are late’ should be the same, wh#tbestatement made is true or
false. Suppose the statement is false. Which stsidould ‘some students’ denote
then, if it is a referring expression? No set ofdsnts seems a plausible candidate.
Accordingly, even when the statement is true, theage ‘some students’ does not
denote any set of students, in particular it does denote those who are late.
(Although speakers, assuming the statement touge tnay continue to talk about
those students who were late, referring to therthiey’, say). By contrast, if we take
‘studentsto be the referring expression, which denatitselevant students, no such
difficulty arises.

This argument applies in this form to all quasatii apart from ‘all’. If we want it
to apply to ‘all’ as well, we can consider sententike ‘Most or all students were
late’. Moreover, we have no reason to assume thatfunction of nouns or of
guantifiers changes when ‘all’ is substituted foy ather quantifier in a sentence.

Aristotle seems also to have been of the opirtiah the noun (the subject, in his
terminology), and not the noun phrase, is the mefigrexpression in universal
propositions. For he write©f Interpretation7, 17b12) that ‘the word “every” does
not make the subject a universal, but rather githes proposition a universal
character.’

| shall call the quantifiers ‘all’, ‘some’, ‘most‘seven’, ‘more than eleven’,
‘infinitely many’, etc. indefinite determiners A noun phrase consisting of an
indefinite determiner followed by a general noumdd a referring expression. The
general noun in it is the phrase used to refer égaih, even this only in some of its
uses). | shall call such a noun phraseéndefinite noun phrase

There is thus a considerable semantic differemteden definite and indefinite
noun phrases. In some languages (e.g., Hebrew)itdefind indefinite determiners
also have a markedly different syntax.

Lists and Quantification

I shall now consider an apparent difficulty to mypeoach; this will also help to
clarify some distinctions between various sortplofal referring expressions.
| claimed that ‘students’, in

1 Some students have failed the exam,

is a plural referring expression, referring in &adfic use to the students in some
course, say. Now suppose these students are Tdm,alwl Mary. Then it seems
that ‘students’ in (1) should be substitutalsielva veritateby the noun-phrase
‘Tom, John and Mary'. Yet it is not even substibléaby itsalva congruitateeven
allowing for minor grammatical modifications, ‘SoraéTom, John and Mary have
failed the exam’ is still ungrammatical. And thésriot a peculiarity of English. The
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same ungrammaticality reappears in other histdyicaimote languages, such as
Hebrew and Russian. It should therefore be consilarsemantic phenomenon, in
need of some explanation. (I think Geach unjustifiplayed down this difficulty
in his discussion of the logic of lists (1961, &1 By contrast, if we substitute a
co-extensional predicate for ‘students’, say ‘peaglgistered to my course’, we do
get substitutivitysalva veritate This linguistic behavior might therefore seem to
support the analysis of ‘students’ in sentenceafl)ogically predicative, and not
referential.

But first, the substitutivitysalva veritateof ‘students’ in sentence (1) by
expressions like ‘people registered to my courseinot be brought in support of
either the referential or the predicative view,csinboth views analyze such
expressions as having, in this context, the sameastic function as ‘students’
according to the former all are referential, whalecording to the latter, they are
predicative. Secondly, ‘students’ in (13 substitutablesalva veritate by co-
referential plural referring expressions like theral demonstrative ‘these people’,
the plural pronoun ‘them’ and the plural definitesdription ‘my students’. ‘Some
of these people/them/my students have failed taen&xassuming co-referentiality,
have the same truth-value as sentence (1). Thgisulvity of course supports the
referential analysis of ‘students’ in (1). Indeéd, contrast to sentence (1), in all
these sentences we had to add the prepositioraftdi the quantifier. But it is
difficult to see why this should have any semastimificance; and, moreover, this
is a language-specific characteristic—in Hebrew,figstance, the same preposition
must be used in the translations of (1) and oftladl other sentences—so this
language-specificity also suggests that the use pfeposition does not have any
semantic implications. Accordingly, the only diffity remaining for the referential
analysis is the fact that ‘Tom, John and Mary’ aanbe substituted evesalva
congruitatefor ‘students’ in sentence (1).

This is due to the fact that ‘Tom, John and Mais/not merely a plural
referring expression. The connective ‘and’ in thaun-phrase is used not only in
order to form a plural noun-phrase, but also ineortd determine how predicates
should apply to the particulars referred to (ag#im, simplicity’s sake we are
considering here only subject—predicate sentencBEs)s is made clear if we
contrast the following sentences:

Tom, Johrand Mary have failed the exam.
Tom, Johror Mary has failed the exam.
Tom,andJohnor Mary, have failed the exam.

In all these sentences the same three people aromed by means of each plural
noun-phrase. So the three noun-phrases are irglisghable from the point of view
of the question, which particulars do they refe? By contrast, theonnectives
they contain indicate how the predicate should yapplthe mentioned particulars:
in the first, to all; in the second, at least tepim the third, to the first and at least
to one of the other two. This function of conneesivin such lists—to determine
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‘the way the predicate goes with the subject[s]use Geach’s rendering of Aquinas
(see next section)—is analogous to the functiomuntifiers preceding general
nouns in quantified noun-phrases.

That is why some combinations of quantifiers aadnectives in noun-phrases
generate incongruity. For instance, the sentencenésof John and Mary are
asleep’ is unacceptable since while the quantdi@me’ specifies that the predicate
applies to at least one of the particulars refeteedhe connective ‘and’ indicates
that it applies to both. For that reason, consimastof the form¢ of A;, A, ... and
A, are generally ungrammatical. By contrast, ‘Tond @aome of my children are
asleep’ is grammatical, since ‘and’, in its noungde, specifies that the predicate
applies to the particular mentioned by the firshjoact and to as many of the
particulars referred to by the second conjuncttasquantifier indicates. In its
logical structure the noun phrase ‘Tom and somengfchildren’ resembles the
noun-phrase ‘Tom, and John or Mary'. In that caserd is no logical clash
between connective and quantifier.

Returning to the question with which we starteid tfiscussion, ‘students’ in
sentence (1) is not substitutalsi@lva congruitateby “Tom, John and Mary’ since
the latter noun-phrase, by contrast to the fornmemnis not just a plural referring
expression but also contains specifications on Kosv predicate applies to the
subjects, specifications which are incompatible hwthose supplied by the
quantifier ‘'some’. So this substitutivity failur@es not create any difficulty for the
referential analysis of ‘students’ in sentence (1).

6.3 Geach and Strawson on Plural Reference and Quantifation

Peter Geach (1962, pp. 180, 188) ascribed to Agquamaanalysis of the semantics
of quantifiers on the same lines as mine. Thisipon is based on the following
line from theSumma Theologiag@a., Question 31, Article 3, p. 92):

Dictio vero syncategorematica dictiur quae importatinem praedicati ad subjectum
sicut haec dictio ‘omnis’ vel ‘nullus’.

Geach understands Aquinas as saying that detesmi(which Geach calls
‘applicatives’)—like ‘all’ and ‘none’ in this quotmn—show ‘how the predicate goes
with the subject’ (Geach, 1962, p. 188). Althougjs tan be interpreted as containing
an analysis of quantifiers similar to the one Gedmbelops and | suggest in this book,
| find such an interpretation insufficiently supfeat by the textual evidence.

Geach himself, however, adopts the view he aktibeAquinas. He considers
(ibid., 8§ 105) the sentencE(q A)', where ¥’ is a predicate,d’ a quantifier andA’ a
substantival general term (I adapt Geach’s termagyoto mine). In such a sentence,
Geach maintains,A" has the role of a name, of a logical subject ditam for
individual things. This view, he emphasizes, idisagreement with Frege’s, who
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maintained thatA’ in such a sentence stands for a concept. | aagiaement with
Geach on these points.
However, Geach thinks (ibid.) that this conception

guides us to a full acceptance of Frege's view abefarring phrased/4] We should read
‘F(everyA) and ‘F(someA)’ as got by attaching the different predicaté&tery )’ and
‘F(some _)' to A, not by attaching the predicablE(‘)’ to two different quasi subjects
‘every A’ and ‘someA’, which refer to the things called"in two different ways.

| agree, of course, with Geach that the seconchalige should be rejected. But | do
not find it semantically rewarding to ‘reaé(everyA)” and “F(someA)” as got by
attaching the different predicate§(évery )’ and F(some )" to A”. Geach
reaches this position as a result of his decisimjystified from a logical point of
view, to analyze every proposition as a predicéeched to a subject (ibid., 88 18,
26). | think we shall have a more adequate conmeif the semantics oF(q A)’ if
we see it as composed out of three elements Wiftretit semantic rolesA' refers to
particulars, F' is predicated of particulars, and’ ‘specifies to how many of the
particulars denoted byA' the predicate applies. (Although this analysisalso
insufficient for my purposes; cf. my analysis bel@ectiorB.6.)

My view of the semantics of common nouns and diigation being close to
Geach'’s in important respects, | shall note hersesdifferences between us on this
subject.

Firstly, by contrast to Geach, who does not ascahy semantic role to the
copula, I think copulas—affirmative, negative, aters as well—have an essential
semantic role in determining the mode of predicetgee sectioné.4,8.6).

Secondly, unlike me (sé&hapter 8), Geach thinks that the calculus’ vaeslalre
semantically equivalent to pronouns in natural legg. In these respects he holds, as
| do not, that the predicate calculus is sematyisahilar to natural language.

Thirdly, Geach thinks that the use of common neusisbstantival general
names—in both the grammatical subject and predigatsitions constitutes a
systematic ambiguity (ibid., § 88). He suggestil(jtg 109) analyzing the predicative
use ‘is anA’ of such terms as short for ‘is the sadeas something’, in order to
eliminate that predicative use and with it thegdig ambiguity. By contrast, given my
minimalist conception of predication—see sectidrb—I do not think such a double
use should be seen as posing any difficulty; caresity, | do not think a reductive
analysis of any of these uses is required.

Lastly, unlike Geach, | elaborate my analysis @kenit applicable to multiply
guantified sentences and sentences containing kemaghora. And | also develop a
deductive system for natural language on the lofsig/ analyses.

Yet despite all these important distinctions, basic conception of the semantic
role of common nouns and quantifiers—which is ibstantial agreement with
Avristotle’s logic—is obviously very close. My analy of quantification can be seen
as an elaboration of Geach’s.

Geach concludes a later paper of his (1968) Wwétfdllowing words:
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What we still have not got is a formal theory thetognizes the status of some general
terms as names without blurring the distinctiowleen names and predicables. Success in
stating such a theory would be Paradise Regained.

Geach sets a surprisingly low standard for Paradiieese lines. Be that as it may, |
attempt to state such a theory in Part lll belowjlevmaintaining the mentioned
distinction. My minimalist conception of predicati¢see sectiof1.5), though, and
the fact that | allow general terms to functiontbas predicates and as ‘names’, might
be unacceptable to Geach.

Peter Strawson has also noted the existence oélptaferring expressions in
natural language, and he has also briefly discussgdrelation to quantification. |
shall therefore discuss here what he says on thgacu His most elaborate
discussion of plural referring expressions is ia hookSubject and Predicate in
Logic and Grammarin the chapter called ‘Substantiation and its k&dHe
maintains there that common nouns are basicaligates, used to specify general
characters. They have, however, a secondary, detse as referring expressions,
a function he calls ‘substantiation’. (Strawsonribatites this function only to
countable common nouns, which he calls ‘sortalst; this distinction is irrelevant
to my purpose here.) Adjectives and verbs can leel irs this way as well, but
common nouns are more adequate to that use, heamainsince they ‘signify
kinds or sorts of individual substances’, and nogligjies or types of changes
(p. 103).

By contrast, | maintain that the referential uée&@mmon nouns is not derived
from or secondary to their predicative use.Chapter 3 | have discussed in some
detail the various semantic distinctions betweesferential use of general terms and
a predicative one. What Strawson sees as commomsndasic role—i.e.,
predication—I consider in some cases to be quitendt from predication by means
of adjectives, and | termed it ‘classification’ander to emphasize the differences. A
sentence such as, say, ‘This animal is an elepldo@s not attribute any property or
general character to the animal referred to, bys sehat kind of animal it is. By
contrast, the sentence ‘This animal is dangeroos'sdattribute a property to the
mentioned animal. (Of course, as | have noted d@tise3.3, some common nouns,
e.g. ‘'square’, can be seen as attributing a prppetheir predicative use). Thus, what
Strawson takes to be a form of substantiation,carstary function, | take to be a
basic function of these expressions, while | dramiraportant distinction between
kinds of predication which he considers as bagicdla kind.

Strawson mentions quantification too, and showatvidrm it would take if plural
referring expressions were admitted (1974, pp.3)1However, what he says there is
very brief and it is left undetermined whether hiaks that in, say, ‘Some horses are
brown’ we refer to some horses and say that theyoeswn, or to horses in general
and say that some of them are brown. In an eaviiek (1952, chapter 6, section 8)
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he seems to maintain the first option, but histineat of the subject there is also very
brief. While the first option, as Geach has showmnacceptable, the second one is
the one maintained in this work.

6.4 Binary and Restricted Quantification, and Comparative Quantifiers?

The standard version of the predicate calculus osgstwo quantifiers, ‘all’ and
‘some’. Natural language, on the other hand, mailsesof many more quantifiers:
‘most’, ‘many’, ‘few’, ‘seven’, ‘more than seven‘an even number of’, ‘infinitely
many’, etc. All these function in natural languageindefinite determiners; they seem
to answer the same semantic principles, and haeame or similar syntax. If the
predicate calculus is to be used to analyze theustirs of natural language, it should
be able to translate sentences that make uselofisantifiers. Otherwise, it would be
committed to the implausible claim that the mergbisimilarity is misleading, deep
semantic differences being hidden behind insiggaificsyntactic resemblance. Can
these quantifiers be introduced into the predicateulus?

Some obviously can. Consider, for instance, thmerical quantifier ‘two’. We
can define this numerical quantifier in the calsutbus: ‘(Twox)Fx is true if and
only if two particulars in the domain afe ‘Two men came to work’ can then be
translated as ‘(Twa)(Manx & Came-to-workx)’.® The translation into the predicate
calculus of what is said in natural language bymees numerical quantifiers (‘two’,
‘more than two’, ‘at least two’, etc.) does notateeany new difficulty.

But this is not the case with all the quantifierentioned above. Let us consider
the quantifier ‘most. One might have thought the¢ could introduce a new
guantifier into the predicate calculus, ‘most’,idetl as follows:

For any sentential functior”, ‘(most X)(Fx)’ is true if and
only if most particulars in the domain dfe

Error! Reference source not found. Ixxiv

2 Since this book has been published | dealt withshbject of this section (excluding the
material on ‘only’ toward its end) in more detail (Ben-Yami 2009b), a paper that should be
seen as superseding the treatment here. See alsteliate between Westerstahl (2011) and
myself (Ben-Yami 2011).

3 This quantifier is also definable by means of afld ‘some’, (Twox)FX being synonymous
with ‘(There is arx)(there is g)(Fx & Fy & Xty & (all 2(Fz ® (z=x or z=y))). But the
question, whether a concept can be defined by nmefasther concepts or be reduced to them,
is distinct from the question that interests ugheamely, whether it can be introduced into a
language with a given syntax. The quantifier ‘iitely many’, as in the sentence ‘Infinitely
many numbers are prime’, cannot be defined by meérall' and ‘some’, but can still be
introduced into first-order predicate calculus.
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This would perhaps allow us to translate, for insta the sentence ‘Most things are
perishable’, but we would still be unable to tratelinto the calculus the sentence
‘Most men are immortal’. If one attempted to traslthis sentence as

(Mostx)(Manx® Immortalx),

then since most things are not men, the antecedrid be false for most valuesxf
and therefore the implication would be true for madues ofx. In consequence, the
supposedly translating sentence is true, althooghranslated sentence is false. This
translation is, therefore, inadequate.

In fact, Rescher (1962) has shown that it is irajinds to express in the standard
first order predicate calculus what we express bgma of ‘most’ in natural language.
The case with some other quantifiers—e.g., ‘mang’ ‘few'—is the samé.

On the other hand, taking quantifiers to be medifiof referring nouns explains
why ‘most’ and ‘many’ are quantifiers of the sanmmantic family as ‘some’ and
‘all'. A sentence of the form ‘MosA's areB's’ is true if and only if mosf's areB's,
just as ‘All A's areB's’ is true if and only if allA’s areB’s. We use A’ to denote all
relevantA’'s, and ‘most’ determines to how many of them tmedpation should
apply, i.e., how many af#&'s. In general, a sentence of the foqrA's areB’s’, where
‘g’ is a quantifier, is true just in cageof theA's areB’s. The fact that my analysis of
the functioning of common nouns and quantifiers @gplain why ‘most’ and ‘some’
behave similarly in natural language, while thendtad version of the predicate
calculus cannot capture this similarity, suppoles ¢laim that my analysis of their
functioning is more correct than that of this vensof the calculus.

The calculus departs, in its treatment of quantfifrom the way they function in
natural language. This departure is partly a restilthe fact that the referring
expressions admitted by the calculus differ froosthadmitted by natural language.
Because of the latter difference, Frege could ratarguantification in the calculus
function in the way it does in natural languaged @hnen the option of treating
guantifiers as second order concepts suggestdfl tashim. Now quantifiers like
‘most’ and ‘many’ were ignored by Aristotelian logialthough syllogisms involving
‘most’ were already mentioned by De Morgan (18471.8)), and are inessential or
even useless in mathematics. This is probably wayrability of his calculus to treat
such quantifiers did not disturb, and perhaps egeaped, Frege.

From the mid-seventies on, following the work offikird Montague (1973), linguists
tried to analyze the semantics of natural langimgmeans of the predicate calculus.
At the same time, due mainly to Donald Davidsonfaience, philosophers’ interest

Error! Reference source not found. Ixxv

4 See also Kolaitis andVaananen, 1995 (Referenea fatrm Westerstahl, 2001).
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in such an analysis increased as well. The inghilitthe standard version of the
calculus to translate sentences that make useasft’mmany’ and other quantifiers

was therefore acknowledged as a problem. Consdguentdifications of the syntax

of quantified sentences of the predicate calculeie\suggested, with the intention of
extending the calculus’ quantificational power. #sesult, the quantifiers of natural
language are usually construed in contemporaryiiitigs and logic as either binary
or restricted quantifiers. (Binary and restrictadhwtifiers are logically equivalent,

although some additional constraints—to be disclgsdow—are usually imposed

on restricted quantifiers®)

Binary quantifiers are quantifiers that operateasnordered pair of sentential
functions—instead of operating on a single serdgkfitinction, as is the case in the
standard version of the calculus. Their syntaXgix)(Fx, Gx) where § is any
quantifier. In this system the sentence

All men are mortal
is translated as

(all x)(Manx, Mortal x).
This sentence is true if and only if all the parfdes to which the first predicate
applies—i.e., all men—are in the range of the sécpredicate as well—i.e., are

mortal. A quantifier ‘most’ can be introduced intthis system as well,

Error! Reference source not found. Ixxvi

5 Andrzej Mostowski generalized in 1957 Frege’s egmion of quantifiers, and his work was
subsequently developed by other mathematicianser@lered quantifiers, of which binary and
restricted quantifiers are a special kind, estabtisthemselves in linguistics mainly following
the publication in 1981 of the paper ‘Generalizathlifiers and Natural Language’, by Jon
Barwise and Robin Copper. Barwise and Copper wesstdated quantifiers.

David Wiggins, relying on a short discussion bgder (1884, § 47), developed during the
seventies binary quantification in response to gheblem created by ‘most’. Although he
published his work only in 1981, some philosopheese influenced by it already in the late
seventies (Platts, 1979, 100-106; Peacocke, 193Bjilar ideas were simultaneously
developed by Gareth Evans (1977b), perhaps indepénaf Wiggins.

Wiggins was not directly influenced by the develemts originating with Mostowski (see
Wiggins, 1981, note 24). He was, however, famili@h Evans’s work, who refers to one of
the first works which applied Mostowski's generalagtifiers in linguistics (Altham and
Tennant, 1975). Barwise and Cooper, in their twere familiar with Peacocke’s 1979 paper.
Thus the two approaches may not have developeglgntidependently of each other.
® In my exposition of contemporary theory in lindigis | rely mainly on Keenan and
Westerstahl (1997) and on Westerstahl (2001).
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‘(mostX)(Fx, GX' being true if and only if most of the particuidavhich ard= are also
G.

Restricted quantification differs from binary gtification only in its syntax. The
basic quantified sentence is of the form:

[ax: FX]Gx
For instance, the sentence ‘All men are mortdfanslated as

[all x: ManXx](Mortal x).
As with binary quantification, this sentence istifiand only if all the particulars that
verify the restricting sentential function, ‘Mah verify the second sentential function
as well. In this modified calculus quantifiers likmost' and ‘many’ can also be
introduced.

Although the problem of translating sentencesittegdte use of ‘most’, ‘many’ and
some other quantifiers is solved by these appreadtker difficulties confront them,
difficulties of which the interpretation of quaiifs as modifiers of referring nouns is
free.

Both the binary approach and the restricted-gfieation approach can
accommodate the quantifiers ‘more’, ‘less’, ‘thensanumber of’, ‘twice as many’, ‘a
larger fraction of', etc.—quantifiers which | shakll comparative For instance, in
the binary system, we can define a quantifier ‘rnibnes:

‘(moreX)(Fx, GX)' is true if and only if there are moFés thanG's.
In restricted quantification, the sentence
[morex: FX]Gx

will have the same truth-conditions as the aboves€& sentences thus translate the
natural language sentence

There are mor’s thanG's.
Similarly, the sentence

More boys than girls smoke
will be translated by binary quantifiers as

(Morex)(Boy x & Smokesx, Girl x & Smokesx).
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One can thus define binary and restricted quargifsgnonymous with ‘more’ and
other comparative quantifiers of natural language.

Semanticists claim that these modified calculiesdvthe logical structure of
natural language. The quantifiers of natural lagguahey claim, are, say, binary
quantifiers. In addition, we saw that there arehjirquantifiers synonymous with the
comparative quantifiers of natural language. It Mothus be natural to expect
comparative quantifiers in natural language to @anssyntactic principles similar to
those answered by quantifiers of the ‘all’ familjowever, the syntax in natural
language of the first group of quantifiers is maltikedifferent from that of the second.
‘All'-quantifiers complete asingle noun into a noun phrase, while comparative
quantifiers completéwo nouns into a noun phrase. The former are unagrreters,
while the latter are binary determiners. Compaeertbun phrases ‘all men’, ‘many
men’ and ‘seven men’ with the noun phrases ‘mora than women’ and ‘twice as
many men than women’. Typical sentences employiaditst quantifiers are

There were seven men at the party
and

Twelve boys came to the theater.
While sentences employing the second are

There were more women than man at the party,
and

More boys than girls came to the theater.

Comparative quantifiers form—not only in English-syatactically distinct family. If
we do not want to commit ourselves to the impldasilaim that there is no
significant semantic distinction behind these détistructures, then semanticists
should explain why, despite the fact that compegatjuantifiers could have been
incorporated into the existing binary quantificatistructure of ‘all’-quantifiers, they
are not.

The way in which the difference between ‘all-qtifiers and comparative
quantifiers in natural language is usually expldiie modern semantic theory is by
saying that ‘all'-quantifiers should lm®nservativeA binary quantifier is conservative
just in case the quantity of particulars which Brbut notA does not matter to the
truth-value of the sentencéqx)(Ax, BX) ‘More’ is not conservative, since the
number of particulars which aBbut notA is relevant for determining whether there
are moreA’s thanB'’s; and that applies to all other comparative dgtiarg as well.
Another constraint on ‘all-quantifiers, needed awoid some other inappropriate
quantifiers, is that they should observe a corulitialledextension the quantity of



Quantification: Natural Language versus the Predéc&€alculus 79

particulars in the domain that are neithenor B should not affect the truth-value of
‘(q X)(Ax, BX) We can count asestricted quantifiers only binary quantifiers which
obey these two constraints, and in this way justifyy syntactic asymmetry between
the two predicates in the symbolism of restrictedrgjfiers.

But this approach still leaves unanswered thetiures/e started with, namely,
why does the syntax of comparative quantifiersediffom that of ‘all’-quantifiers in
natural language? Natural language does have, diegoro this approach, binary
guantifiers which are not conservative—i.e., ‘morahd other comparative
quantifiers. Thus, according to this approach, nadtlanguage makes a logically
unnecessary syntactic distinction between congeevand non-conservative binary
quantifiers. The fact that some binary quantifees conservative while some are not
is an insufficient reason for distinguishing betwethem syntactically, as the
symbolism of binary quantifiers demonstrates. Tdpgroach identifies the alleged
criteria according to which the syntactic distinotis made, but it does not explain
why the distinction should be made.

This discrepancy between the classification of tiwe quantifier families as
forming two separate groups in natural language @arforming a single family in the
modified calculi, indicates that the latter alsovid&e in their treatment of
quantification from the way it functions in natutahguage.

By contrast, the difference between the two géianfiamilies is easily explained
on the principles argued for in this work. ‘All'-gntifiers operate on a single referring
expression, specifying to how many of the particuidesignates a predicate applies.
Comparative quantifiers operate two referring expressions, specifying the relation
between the numbers of particulars referred toheyttvo expressions to which a
predicate applies. For instance, ‘all’, in ‘All mare mortal’, is used to specify to how
many of the particulars referred to by the nouns-ite how many men—the
predicate ‘mortal’ applies; while ‘more’, in ‘Moroys than girls smoke’, compares
the numbers of the particulars referred to by tvilerent nouns to which the
predicate applies.

The predicate calculus replaces referring condgppsedicates. As a result, when
guantifiers are modified so that they operate am wedicates, the modified calculus
cannot distinguish between (i) quantifiers of naltlenguage that operate on a single
referring expression and determine to how manpe@fparticulars to which it refers a
predicate applies; and between (ii) quantifier$ toenpare the number of particulars
referred to by two expressions. This is why the iffextl versions of the predicate
calculus cannot distinguish between quantifiethege two families.

On the other hand, the greater success of thedifiedoversions, compared with
that of the standard version of the calculus, Bndtating sentences of natural
language, is also explained by the principles dpesl in this work. The fact that the
guantifier, in the binary and restricted versiangerates on two predicates, makes it
possible to use the first predicate actually astded referring expression and only
the second as really a predicate. In this way-tpléntifiers can be translated into the
modified calculi.
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The analysis of quantification in natural languagge means of restricted
guantifiers seemed plausible when it was introduecgal linguistics only because
logicians and linguists were in the grip of thedicate calculus’s conception of
quantification. When Barwise and Cooper introdurestricted quantification (1981,
88 1.1-1.2, pp. 160-1), they claimed to ‘abstradttbe quantifiers at work’ in some
sentences. For instance, the abstraction of the dbthe sentence

1 Most people voted for Carter,
was claimed to be either

Mostx such that (X) satisfy (X),
or, more symbolically,

(most )X (X)]-

But these two formulas can be considered abstractiom (1) only if we presuppose
that quantification involves variables, and tha ttoun ‘people’ in (1) is used as a
predicate. These two presuppositions—which arégiined, mistaken—would have
at least been far from obvious had not one bedheirgrip of the predicate calculus.
These preconceptions are also attested by BarnwmideCapper's assumption that
guantification presupposes a domain over whichalées range. Moreover, their
analysis of (1) brought them to claim that the djifian in that sentence is ‘most
people’, and not ‘most'—although they admitted tiiney were ‘at some pains’ not to
call ‘most’ a quantifier (ibid., § 1.3). This unoaal convention, which was presented
as a discovery (and which was accepted by linguistiests again to the grip that the
predicate calculus’s conception of quantificatias lon logicians. And by the time the
authors claim (e.g., in the title of section 1.6) the basis of their analysis of
quantification, that ‘proper names and other nolmages are natural language
guantifiers’, ‘quantifier’ has all but lost its coeection with quantities.

My analysis of the functioning of nouns and quars has succeeded in
explaining the following: Firstly, why ‘most’, ‘mafy and other quantifiers that
cannot be incorporated into the standard versiorthef predicate calculus are
apparently of the same semantic family as thosaetijeas that can be so translated.
Secondly, why ‘all-quantifiers and ‘more’-quangfs form two separate families in
natural language. Thirdly, why ‘all’-quantifiersrcée translated into the binary and
restricted modifications of the calculus. Finallyhy those modifications do not
distinguish between the two mentioned quantifierili@s. All this obviously supports
my analysis.

The predicate calculus with binary or restrictacgmfifiers has greater success
than the calculus’'s standard version in translatjogntified sentences of natural
language. | nevertheless chose the latter versitreacalculus, the original and most
widely used one, as the basic target of my critisisbecause the mistake it embodies,



Quantification: Natural Language versus the Predéc&€alculus 81

the analysis of referring concepts as predicasgsraserved in the modified versions.
They are more complex versions which seem moreuadealthough preserving the
same mistake. Accordingly, if my discussion infing part of this work succeeded in
supporting the view that some concepts are somgtirsed not as predicates but as
referring expressions, these latter versions shbeldejected as well if they are
claimed to capture the semantics of natural languag

Is ‘more’ a quantifier at all? This question issteading. It makes us think that
guantifiers have some nature or essence that épémtlent of our conventions, and
that we have to reveal that essence in ordeistmverwhether any given word is a
quantifier. But this is not the nature of the casefronting us. We called two words,
‘all’and ‘some’, quantifiers, and now we havedecidehow to expand the concept to
new cases, what would we like to include in theceptis extension and what not.
This conventional aspect of our procedure doesakenit arbitrary; conventions are
not, as a rule, arbitrary. But the nature of tresoms one should expect is different,
and controversies, if any, would be over what efulsnot over what is correct.

Since ‘many’, ‘seven’, etc. have many syntactid @@mantic characteristics in
common with ‘all’ and ‘some’, it was most natural tlassify them as quantifiers.
‘More’, ‘less’, ‘twice as many’, etc., on the othleand, function quite differently and
have a different syntax from all these quantifighey are binary, and not unary,
determiners. They are also used to construct catiparpredicates—e.g., ‘more
intelligent than'—a use that has no parallel witlrguligmatic quantifiers. However,
they too are used to determine quantities, and tibeyare purely formal concepts
(their rule of use does not mention any specifapprty). There are therefore reasons
for and against classifying them as quantifiexshdse to classify them as such, but a
different decision would also be acceptable.

| shall treat in this place the question of ‘oniPnly’, and a few other similar words
(the so-calledexclusives'just’, ‘merely’, etc.), might seem to create plem to
our analysis of quantification as not involving anthin of discourse in the
technical sense of model-theoretic semantics. @enshe sentence

Only philosophers read Aristotle.

Its truth conditions seem to involve individuals andomain unspecified by the
sentence: it is true only if all individuals in tdemain who are not philosophers do
not read Aristotle. So at least this use of ‘oritwolves the presupposition of a
domain of discourse.

But ‘only’ is not only not a quantifier, it is notven a determiner; it is a
syntactically promiscuous word, so to say. Take,ifistance, the sentence ‘John
kissed two girls in the barn’; ‘only’ can relateany part of speech in it:

Only John kissed two girls in the barn.
John only kissed two girls in the barn.
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John kissed onliwo girls in the barn.
John kissed only twgirls in the barn.
John kissed two girls only in the barn.

This syntactic promiscuity is not exhibited by qtiirs; it is therefore generally
agreed that ‘only’ is not one (see, for instanBetérs and Westerstahl 2006), p. 139,
note 15). The behaviour of ‘only’ is thus not a wuexample to our analysis of the
functioning of quantifiers.

Yet, even if we grant that ‘only’ is not a quaiif doesn't the meaning of
‘Only philosophers read Aristotle’ presuppose sdinel of a domain of discourse,
containing other people as well?—That this is rmtan be seen from sentences
like ‘John only kissed Mary’: no domain in which B&so hugged her, say, should
be presupposed to explain the meaning of this seateSimilarly, ‘John has only
two sisters’ does not involve a domain in whichhlas more than two sisters.

The use of ‘only’ in such sentences responds tat wthers have claimed or might
claim. If my interlocutor might think that John hasee sisters, | say he has only two;
if he maintained that John hugged Mary, | respbiatl he only kissed her; and if he is
under the misconception that other peoples—no mattéch—read Aristotle, |
correct him and say that only philosophers do.

This use of ‘only’ somewhat resembles the useboft’, in not contributing
directly to the meaning of what is said but refegrito contextual expectations.
(Indeed, ‘only’ even has a use as a sententialezdive in which its meaning is close
to that of ‘but’: ‘I knew he is unfriendly, onlyHadto meet him’; and ‘but’ was once
used as synonymous with ‘only”: ‘John but kissedryvp ‘Only’ contributes to
meaning the way ‘even’ does: both assume somedfirehking and the possibility of
other claims in the context, and characterize iserdion made with respect to these
other claims. (In most examples above, ‘even’ carstibstituted for ‘only’; and in
English ‘even’ is also focus-sensitive the way yois.)

So the truth conditions of a statement containomdy’ would be roughly as
follows: First, determine the truth conditions bEtstatement with ‘only’ omitted.
Secondly, with respect to the word or phrase irstagement to which ‘only’ applies,
determine which assertions of those that were neaidtbat might be made at the
context count as going further than the assertiim ‘anly’ omitted. Thirdly, negate
these assertions. Finally, if the assertion afitbestage is true and all those negated
at the third stage are false, then the originaréiss is true; otherwise it is false.

6.5 Is Existence a Quantifier?

Avristotelian logic distinguished between ‘some'—berticular quantifier—and the
concept of existence. For instance, its classifinabf the valid inferences in which
the particular quantifier is involved was not calesed as being, among other things,
an analysis of the logic of the concept of existema fact, an analysis of that concept
was never among the canonical parts, or even eatéopic of Aristotelian logic.
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By contrast, Frege analyzed particular quantificas a kind of an existential
constructior!. Already in his Begriffsschrift the sentences ‘For some FxX and
‘There is anx such that~x" are logically equivalent, translated into hisatdlis by
‘~(" X)~FX. The existential construction was analyzed asnd lof quantifier, the
existential quantifier, and particular quantification and teistential construction
merged in Frege’s calculus.

This Fregean structure is of course legitimatevef regard the calculus as a
language with a semantics that does not intenefkect that of natural language. This
attitude, however, is not the prevalent one. Raddicqquantification is frequently taken
to be equivalent to an existential constructionatural language as well, as is attested
by the belief that translation into the predicaitealus reveals the logical form of the
translated sentences.

I think this is, on the whole, a mistake. In théction | shall try to show that the
particular quantifier and existential constructisimould be given different logical
analyses, and that we do not even have sufficesdan to classify the existential
construction as mode of quantification. Accordindhe deductive system | develop
in Part Il is meant to apply only to the partioulpiantifier.

How should we define a quantifier in natural laage? As | claimed in the
previous section, this question is misleading. W ot looking for an essence
independent of our conventions; rather, relyingsome paradigms, we are trying to
devise a natural and convenient concept.

Quantifiers, according to their name, should iaticquantities—they answer the
question ‘How many?’. And two paradigmatic quaatdi are the indefinite
determiners ‘all’ and ‘some’. It is thus naturaldiassify other indefinite determiners
that can be used to answer that question—e.g. y'rmearost’, ‘seven’, ‘at least six'—
as quantifiers as well. These concepts obey the sgntactic and semantic principles
as ‘all’and ‘some’.

The existential construction, on the other harifflerd from these quantifiers in
several respects. Firstly, it is not a determiniallaWe say ‘There are horses in the
stable’, or ‘There are many horses’, and in botbesaexistence is not asserted by
means of any determiner. We can also say ‘Kingeélfexisted, king Arthur didn't,
or ‘Some of Homer's heroes existed’, where the ephmf existence functions
grammatically and logically as a predicate (seav&on, 1967). If we substituted
acknowledged quantifiers, such as ‘some’ or ‘sevéar ‘there are’ or ‘existed’ in

Error! Reference source not found. Ixxxiii

" My discussion of existence in this section focuseshe existential construction—there is’
and ‘there are’'—which 1 try to distinguish from aptificational constructions. | make only one
passing note on the use of ‘exist’ as a predic&teemphasize the fact that particular
quantification cannot be assimilated to ascriptiofsexistence in this respect either. The
relations between the existential construction #mel predicative use of ‘exist’ are not
discussed here.
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these examples, we would get ungrammatical sergeridereover, we cannot
substitute ‘there are’ or ‘exist’, no matter how eenjugate them, for the quantifiers
in, say, Some students were late’ or ‘There araany philosophers’ and get
grammatical or meaningful sentences. Lastly, thstential construction cannot be
seen as answering the question ‘How many?’. The theyexistential construction
functions in language is very different from thepgaantifiers function in it.

These considerations might seem as merely devégpgrent differences. Is not
the existential construction used to say thatastlene thing has a certain property? If
so, then despite its syntactic peculiarity, it dagwtion as a quantifier. Moreover,
isn’t there logical equivalence between constragtimvolving ‘there is’ or ‘there are’
and those involving the particular quantifier? Fmtance, ‘There are brown horses’
is equivalent to ‘Some horses are brown’. And lagequivalence, in the sense of
mutual entailment, demonstrates in this case igesftimeaning.

I think that on closer examination the claimediegjence is revealed as merely
apparent. Consider, first, the sentence

1 There are horses.

By contrast to ‘There are brown horses’, which rhiggem to be equivalent to ‘Some
horses are brown’, this sentence does not havailarshatural parallel. A suggestion
one comes across,

2 Some things are horses,

is problematic for several reasons. Firstly, itrgtsiartificial as a sentence of natural
language, and we are considering equivalence iaralalanguage. Secondly, the
reference to ‘things’ is strange: which things areant? Animals? Or all physical
objects? Or perhaps even abstract entities, suitteas and propositions? Reference
to things in general has no determinable boundaneteven vague ones, and is
therefore problematic. Lastly, no mention of ‘ttéhgs made in (1), and thus its
introduction in (2) violates the claimed equivalendhis last objection is also
applicable to any substitution one might suggestHings’ in (2), say ‘animals: since
the concept of animal was not mentioned in (1)seéms no sentence that does
mention it could be semantically equivalent witatteentence.

Moreover, it can be shown that even the standsachples do not demonstrate
logical equivalence. Let us examine the two se®nc

3 There are brown horses
and

4 Some horses are brown,
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in the case in which there are no horses at alilé/fB) is plainly false in that case,
the ascription of a truth-value to (4) is probleima(4) presupposes successful
reference to horses, and therefore, if one udecdhiiake a statement in the case we are
considering, the right reaction would be to say there are no horses. But (3) has no
such presupposition, and it would thus be apprteptia react to its utterance by
simply saying that it is false.

That the claimed equivalence does not hold is gmsrheven clearer in the
following case. According to their predicate calsubnalysis, the following sentences
are logically equivalent:

5 There are no brown horses
6 No horses are brown.

Now in case there are no horses, (5) would be whie it would be problematic to
classify (6) as either true or false. The besttir@ado an assertion of (6) in such a
case would again be to say that there are no hadrsdhese circumstances, the
ascription of a truth-value to (6) is not the righbve in the language-game. By
contrast, (5) would be a natural answer to thetgquesHow many brown horses are
there in the farm?’, even if there is no horsehmfarm. Moreover, one cannot claim,
on Gricean grounds, that (6) is true but misleadfag it implicates that there are
horses although it does not presuppose it. Ifweae the case, then the implicature
should be cancelable by locutions such as ‘No Boase brown; and there are no
horses’ or ‘No horses are brown; but | do not mteamply that there are any horses’
(Grice, 1967, p. 44); but it seems these asseni@h® no sense.

Thus, the claimed logical equivalence does nod.hBharticular quantification
and the existential construction, conflated by Eregre different operations in
natural language. | shall accordingly treat thendiasnct. The calculus developed
in the next part of this book is supposed to captine logic of the particular
guantifier in natural language, while it ignorese thhogic of the existential
construction. In fact, if we use ‘all’ and ‘somes aur paradigms of quantifiers,
then there isn't even sufficient reason to clasHify existential construction as a
quantifier. The predicate calculus departs fronursdtlanguage in this respect as
well.

Another concept that will not be treated in theudide system developed in Part Il
of this book, and which is related in its semangiod logic to the construction ‘there
is/are’, is ‘have’ in some of its uses. Let us seewhat way it differs, when
quantification is involved, from other, typical msitive verbs, which are used to
express relations. Consider first the sentence

7 John saw three women.
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Semantically and logically, ‘saw’ in sentence (Xpresses a binary relation. On the
principles discussed above (and see also settobelow), this sentence is true if and
only if ‘three women’ can be substituted by thréegslar referring expressions
referring to different women so that true sentengiisresult. For instance, if ‘John
saw Jane’, ‘John saw Lydia’ and ‘John saw Mary' &ite, so is ‘John saw three
women'’.

But consider now the sentence

8 John has three sisters.

The same principle does not apply to sentenceS{&pose that sentence (8) is true,
and that one of John’s sisters is Jane. If we gutestane’ for ‘three sisters’, we will
get the sentence

9 John has Jane.

But the truth-value of sentence (8) does not relatinat of sentence (9) in the way
that the truth-value of sentence (7) related teahaofits instances. Moreover, (9) is
ambiguous in a way that (8) is not: out of contehat ‘has’ means in (9) is
indeterminate, despite the fact that no such imdeét@cy is involved in sentence (8);
and no such relative ambiguity was involved inrilation between sentence (7) and
its instances. Semantically and logically, this asthave’ is markedly different from
that of verbs that express relations.

This use of ‘have’ should perhaps be distinguisiedh its use as synonymous
with ‘own’. What was said above about the relatiogtween the truth-value of
sentence (7) and those of its substitution instdoes apply, perhaps, to the relation
between the truth-value of, say, ‘John has thregches’ and those of its substitution
instances. If that is the case, then the dedustistem developed in Part Il of this
book should apply to ‘have’ in its use as synonysneith ‘own’.

The peculiarity of ‘have’ in its use as in sent(8) is reflected by the way such
sentences are translated into the predicate caldDbnsider the two sentences

10 John saw a woman,
11 John has a sister.

They are usually translated into the first ordedirate calculus as, respectively:

12 (There is aw)(Womanx & Saw(Johnx))
13 (There is aw)(Sister§, John)).

While the verb ‘saw’ reoccurs in (10)’s translatias a two-place predicate, the verb
‘has’ does not have such a parallel in (11)'s fedime). And while ‘woman’ is a one-
place predicate in (10)'s translation, ‘sister’ astwo-place predicate in (11)’s.
Moreover, the relation between (10) and (12) istthpcal one: ‘John’s a ' is
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generally translated as ‘(There isX@@6 x & (Johnx)). The verb ‘have’ in this use
is logically exceptional.

By contrast to many other transitive verbs, ‘haes used in sentences (8) and
(11), expresses no relation. This can perhaps hke lear if we ask, what relation
doesit express? No answer is forthcoming. And of ceposie should not answer that
it expresses the relation bhaving to have a sister, an accident, a good reason for
staying at home and a headache are utterly diff¢hérgs. Rather, we use ‘have’ in
sentences like (8) and (11) to say that a relatpecified by the concept of the
grammatical object (‘sister’ in our examples), tsoletween the subject and someone
or something. For instance, in uttering (11), ‘Jbhas a sister’, we say that the relation
of being a sister oholds between someone and John; i.e., that sonea@nsister of
John. Similarly with quantifiers: when we say ‘Jdiasthree sisters’, we say that the
relation ofbeing a sister odlfiolds between three people and John.

In this respect ‘have’ resembles ‘there is’, sitice latter is used to say that
something, specified by *in ‘There is an ’, holds of- or is the case with someone or
something.

The semantic affinity of ‘have’ and ‘there is'nsore apparent when we consider
their use with some three-place predicates, instéaso-place ones. For instanca, *
is located betweet andc' (instead of & is a sister oft’). The following two
sentences are synonymous:

London and Oxford have two cities located betwédemt
There are two cities located between London ana@xf

It is also relevant to note that some languaggsHebrew, use their translation of
‘there is’ to translate not only English sentenicewhich ‘there is’ is used, but also
those mentioned above in which ‘have’ is used.

The logic of ‘have’ in its use that was consideabdve clearly has more to it than
what was mentioned here. But for our purposessticient if we have shown that
‘have’ in this use is such a special verb thatgicl@f relations can consider it an
exception. And this will indeed be my approachant®I below.



Chapter 7

Multiple Quantification

7.1  On Ambiguity and Formalization

The subject of this chapter is multiple quantificat More specifically, we shall
investigate the logic and semantics of sentencegich a many-place predicate has
two or more quantified noun phrases among its aegisn For instance: ‘Every man
loves several women'’ or ‘Three girls bought sevengis each’.

If we intend not only to criticize the adequacytioé predicate calculus for the
analysis of natural language, but also to suggesitarnative, then this subject is of
special importance for us. It is commonly and figltlaimed that the predicate
calculus is a major advance on Aristotelian logi@s treatment of inference relations
between sentences that involve multiple quantibcat(e.g., Dummett, 1981,
p. xxxii). Aristotelian logic did not and could nleandle an inference like

Some women are loved by every man; Hence, every man
loves some women.

But the validity of its translation into the predie calculus is easily established. Any
alternative logic should have comparable power.

As preliminaries | shall discuss in this sectiomo ttopics, ambiguity and
formalization.

| start with ambiguity. Sometimes, sentences efftedicate calculus that involve
multiple quantification are not ambiguous while semtences of natural language that
they translate are. Although the ambiguity of raitlanguage is often exaggerated,
some sentences with multiple quantification do adrhiseveral readings. ‘A man
went into every store’, for instance, can meaneeithat there is a certain man who
went into all stores; or that into every store wenne man, possibly different men
into different stores (Higginbotham’s example). Agiating this sentence into the
predicate calculus forces us to disambiguate ithemeaning is translated by a
different sentence.
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Of course, we can disambiguate the sentence wittiral language as well—this
is, in fact, what | have just done while explainitige ambiguity. The context of
utterance or the meaning of some of the wordsedrsémtence are usually sufficient to
make clear which reading of the ambiguous sentéheespeaker has in mind.
Speakers therefore often naturally use ambiguontersees. But natural language is
not inescapably ambiguous. We can express oursetegs lengthily and avoid
ambiguity, as we do when we think that misundedstgnmight or did arise.

Yet our logic should apply not only to these longed non-ambiguous sentences,
but to our common sentences as well, sentencesh i often ambiguous. By
contrast to how it might initially seem, ambiguipes not make a systematic
treatment of inferential relations between senteriogpossible. It does, however,
compel one to specify the intended reading of #r@ences to which the system is
supposed to apply. In the following sections | khbkérefore identify various
principles that yield distinct readings of multigjyantified sentences, and then supply
the required specification.

| proceed to discuss formalization. What is oftafied ‘formalization’ in logic is
actually atranslation into another language, that of the predicate aacuf to
formalize a sentence should mean (as it often dmekas | shall use it below) to write
a formula that (i) abstracts from the content & tords in the sentence and (i)
makes clear their function in the sentence andélasions between them, then the
formalization of ‘Every whale is a mammal' is ‘EyeS is a P. The sentence
‘(everyxX)(Whalex® Mammalx)’ is not a formalization, inthis sense, but a
translation of the original into the predicate calculus. Ihieat be a formalization,
since it does not abstract from the content ofwbeds in the sentence it translates.
The fact that single letters are often used instedimg English words into the
predicate calculus helps generate the illusion tthett translation is a formalization.
And to call the sentence-form, generated by sultisiit predicate-variables for the
concepts in that translation, a formalization, dsaissume that the concepts in it
function in the same way and stand in the samdiaetaas those in the translated
sentence. But if what | have argued in this bookasect, then this assumption is
mistaken.

Error! Reference source not found. IXxxix

1 When | say that the meaning of some of the wardhé sentence is sometimes sufficient to
disambiguate it, | have in mind sentences like @&k grew from every acorn’ (Jackendoff's

example), which we read only as meaning that arifft oak grew from each acorn. We ignore
the other reading, i.e., that one and the samegmk from all acorns, because we know it
describes an impossibility. However, if the altéinea reading had described something
possible and the speaker had wanted to avoid nesstachding, the speaker could have said
‘From every acorn grew an oak’, which does notvalid the alternative reading.
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I have just written that the logical form of ‘Eyerhale is a mammal’ is given by
the formula ‘EvenSis aP'. This is correct, but there is more to formaliaatin logic
than that. Consider the sentences

| am tall,
Paul is tall.

Suppose we formalize these sentences by merelyitstibg variables for concepts
and for referring expressions. We can substitutéabbes of one kind—sag, b,
etc.—for singular referring expressions, and oftheokind—sayA, B, etc.—for
adjectives. We then get the two formulas:

aamaA,
aisA.

These formulas are different, although the two fadired sentences have the same
logical form, at least on some level of abstractiOnr formulas preserve merely
grammatical distinctions (which add constraintspassible substitutions—'I' can
be substituted fora’ in the first formula, but not in the second oné)we want to

be capable of expressing their identical logicainfdn a formula, we need to
substitute a variable for the copulas in the twateseces. For instance, we can use
‘is’ as avariable standing for the present tense affirmative copaeal substituted
to accord with the noun substituted far The form of the two sentences is then
given by ais A’

Complications of this sort often make it conveni¢n devise an artificial
language. Every language—artificial as well as métehas its own grammatical
peculiarities, but perhaps we can devise an aalifianguage in which sentences that
have the same logical form will not differ grammatly. A language that has the
same copula for first, second and third persorguam or plural, will overcome the
complication we have just met while formalizing Esly sentences. Such a language
may be found more convenient than English for fomnaofs.

But devising an artificial language is a delicatatter. If an artificial language is
intended as a tool for investigating the logicabgmrties of a natural language, it
should be semantically isomorphic to the lattee (8e19). Yet a mistaken semantic
analysis might cause one wrongly to assume thatléseéed isomorphism has been
achieved. That has been the case, as | have axgitiethe predicate calculus.

Moreover, an artificial language may be semargicalomorphic to natural
language in only some respects. It may be seménticsomorphic to natural
language in the relation between subject and paelim non-modal sentences, but
incapable of such an isomorphism in modal ones, Bag success of the artificial
language in the former respect might then misleadéhto thinking that its way of
incorporating modality also parallels that of natdanguage.

It is therefore prudent to use artificial langumggparingly. Accordingly, my
formalization below is mainly within English. Alhé same, | found it convenient to
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devise an artificial language in order to formulatene semantic and logical rules.
That language will be gradually introduced belavis intended only for investigating
the semantic and logical properties discussed ig1wiork. 1t might very well be
incapable of capturing other semantic and logiogperties of natural language.

7.2 lterative Reading of Multiply Quantified Sentences

The question | shall discuss in this and the falhgwsection is: how does the meaning
of a multiply quantified sentence relate to thaaafentence with a single quantified
noun phrase? | said above that a sentence of tiwe'dpAs areB's’, where Q' is a
quantifier and As’ a noun phrase, is true if and omjyf the particulars designated
by ‘A’ are B's. More generally, suppose a sentence contaimspdeice predicate with

n noun phrases as arguments (I discuss only suténses in this chapter), and that
only one of these noun phrases is quantified—isef the form g A. (For instance,
‘John loves several women’ or ‘Mark gave Jane twesents’.) Then that sentence is
true if and only ifq definite singular noun phrases, each designatidiferent A,
generate a true sentence if substituteddaX.

The question | shall now address is, how doesrtlés generalize to sentences
with severalquantified noun phrases? As we shall see, thafedssingle way in
which this rule is generalized to multiply quamifi sentences. | shall discuss one
generalization in this section, and some additiarsis in the following one.

Let us start by examining an example. Consideséméence:

1 Most women are loved by some men.

| think the most natural way, perhaps the only whynderstanding this sentence, is
that it is true if, e.g., Jane is loved by some nhdary is loved by some men, and so
on for most women—where different men may loveedéht women. As can be seen,
in explaining the meaning of sentence (1), | appliee above substitution rule to the
first noun phrase appearing in it: sentence (Ifuis if and only if ‘most women’ can
be substituted by names of most women, each sutlstigenerating a true sentence.
In this way many sentences are generated—for iostadane is loved by some
men'—each of which is true if and only if ‘some rhean be substituted by names of
some men, each substitution generating a truersent&he existence of a second
guantified noun phrase in sentence (1) was irratewaen the substitution of names
of women for ‘most women’ was concerned; similarlghen we discussed
substitutions of names of some men for ‘some mefRJane is loved by some men’,
the fact that ‘Jane’ was substituted for ‘most wohweas again irrelevant.

We thus see that one way in which the substitutide applicable to sentences
with a single quantified noun phrase is generaliredsentences with several
guantified noun phrases is therative one: we apply the same rule again and again,
according to the order (of reading) in which thamfified noun phrases appear in the
sentence. This iterative application is similartite way in which the meaning of
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multiply quantified sentences in the predicate Wak is defined. We can therefore
borrow a term from predicate logic semantics, asylthat in the case of iterative
reading of multiply quantified sentences, if quiiedi noun phrasenp, precedes
quantified noun phrasep,, then the latter is in the formessope

Although my examples above, and also those bew,in English, | have
checked the validity of the iterative substitutine in a wide variety of languages,
including a variety of European languages, Chinetrew, Korean and others. |
have always consulted native speakers. In all thasg different languages the
iterative rule seems to apply. Perhaps this rudenisn-trivial language universal.

The order of the iterative application of thisesubr the scope of quantified noun
phrases, can be altered by considerations regatd@églausibility of what is said.
Consider, for instance, the sentence ‘An oak gremfevery acorn’. If we applied
our substitution rule according to the order inchhihe noun phrases appear in this
sentence, the meaning that would follow would beuath we first have to substitute
an expression designating a single oak for thé diusintified noun phrase, namely,
‘an oak’. We thus get the result that ‘An oak grieem every acorn’ is true if and
only if ‘This oak grew from every acorn’, say, But one and the same oak cannot
grow from all acorns. We therefore understand ghistence according to a different
order of application: an oak grew from this acampak grew from that acorn, an oak
grew from the acorn over there, and so on: ourtgutisn rule is applied in an order
reversed to that of the noun phrases’ appearartbe sentence.

I think it is felt that the understanding of ‘Aralo grew from every acorn’ is
influenced by considerations on the plausibilitywdiat is said. If someone were
interrupted after having uttered only the firstrfawords of the sentence, ‘An oak grew
from’, we would think they intended to say someghébout esingle oak; only if we
hear the last part of the sentence as well, ‘eaeoyn’, is this understanding ruled out
because of its implausibility, and instead we usided the sentence according to the
rule that substitutes the noun phrases in the $everder. In addition, the more natural
way of saying what that sentence says would bedgnsof the sentence ‘From every
acorn grew an oak’, whose meanisgjiven by substitutions according to the order in
which the noun phrases appear in the sentence.

Thus, although some exceptions do occur in largyuhe iterative application of
the substitution rule according to the order of egypnce of noun phrases in the
sentence is the basic case—dedaultrule, so to say. The exceptions are not due to
the syntax of the sentence concerned, but to cenadidns of plausibility etc. There is
somethingad hocin such interpretations, characteristic of theifigity of natural
language. In my discussion below | shall theretmnesider only iterative applications
of the substitution law according to the order ppearance of noun phrases in a
sentence.

I shall now formulate the rule for iterative sutigions more accurately. We shall
be concerned with sentences of the fofnpy, ... np) is P; that is, syntactically,
sentences in which amplace predicate is predicated mfnoun phrases) 1. For
instance, ‘John loves Maryh£2) or ‘John gave Mary a presemt=@). We shall be
interested in cases in which some of the noun phragy, ... ‘np, are quantified
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noun phrases, of the form ‘[quantifier][general npuSuppose the first quantified
noun phrase in the order of reading(of, ... np) is P is ‘np’, which is of the form
‘qA, where T is a quantifier and A a plural referring expression. Then
‘(npy, ... nR) is P is true if and only if (npy, ... a, ... np is P is true forq ‘a’s,
where & is any singular referring noun phrase which hasrbsubstituted fonp’,

‘a’ refers to a particular to whictA* refers, no twod'’s refer to the same particular,
and somed’ refers to any particular to whicl\* refers.

The above rule is insufficient. It should be getized to cases involving
propositional combinationof sentences of the above form, namely to sergence
compounded by means of truth-functional sentectisinectives from sentences of
that form. It should also be generalized to caseshing definite noun phrases
anaphoric on quantified noun phrases. These gé&atiaihs will be the subject of a
later section&.6). | gave this rule here only to demonstratekihd of substitutional
considerations that can be used to explain the¢iaeldetween the truth-values of
sentences with quantified noun phrases and sestevitt®ut ones.

As will have been noticed, | have just startedeltgying an artificial language,
which | shall use below. That language has quentariables—¢, ‘qy, ‘q., etc.;
predicate-variables, standing for one- or manyefaedicates—A', ‘B, ... ‘P, etc.;
variables for singular referring expressionss—b', ... ‘a’, ‘&), etc.; and noun
phrase-variables—ap,, ‘np,, etc. A noun phrase is either a singular refgrrin
expression or an expression of the foqrm\, where ‘A’ is a one-place predicate-
variable. The basic sentence of that language tiseoform (np;, ... ng) is P, where
‘P’ is ann-place predicate-variable.

| shall use this artificial language only in ordermake some general statements
about sentences of natural language. | shall teraieed only variables, and not
constants, for my artificial language. The only epton will be in my use of some
specific quantifiers. It will also be noticed tlmate-place predicate-variables are used
both in the predicate position—i.e., after the daptand as parts of noun phrases.
This is supposed to reflect the use of some coscbpth as plural referring
expressions and as predicates; e.g., ‘philosopime®il philosophers are mortal’ and
‘Some Athenians are philosophers’.

I shall now give a few examples of the applicatibthe iterative substitution rule,
in order to examine its correctness. | have alreaymined its application to a
sentence with two quantified noun phrases, ‘Moshes are loved by some men'. It
is easy to see that it also applies to the sent&woree men love most women'. Let us
next examine two examples of its application tdesgres with three quantified noun
phrases and a three-place predicate. The predichi@l use in my examples ia *
sentbtoc'.

Consider first the sentence

Two ministers sent five delegates to several castr

According to our iterative substitution rule, wesfifind two singular expressions
referring to different ministers that we can subgti for ‘two ministers’ and have a
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true sentence, say ‘the Minister of Education’ &hd Minister of Foreign Affairs’.
We thus have the two sentences, ‘The Minister afcation sent five delegates to
several countries’ and ‘The Minister of Foreigna\f§ sent five delegates to several
countries’. We then find for each of these two eeogs five singular expressions
referring to different delegates we can substifatethe second noun phrase, ‘five
delegates’, and get true sentences. For each detheentences we now have we
should then find several names of different coastiive can substitute for ‘several
countries’ and have true sentences.

I think this procedure gives possiblereading of the sentence we started with,
‘Two ministers sent five delegates to several adesit Consider a situation in which
to send a delegate to several countries is corsldeappropriate. The government's
records are examined, and it is discovered thahsidrave really deteriorated: two
ministers senfive delegates to several countries.

Let us next examine the sentence

Five delegates were sent by two ministers to seeetautries.

According to our iterative substitution rule, tsentence is true if, for instance, ‘John
was sent by two ministers to several countriestug, and similarly for four other
names of different delegates. Now ‘John was senttway ministers to several
countries’ is true according to our rule if we caubstitute names of two different
ministers for ‘two ministers’ and get a true senterfor instance, ‘John was sent by
the Minister of Education to several countries’ a&l@hn was sent by the Minister of
Foreign Affairs to several countries’. We can noubstitute names of several
countries for ‘several countries’ in each of the $entences generated in this way, not
necessarily the same names in each sentence.

| again think this procedure givespassiblereading of the sentence we started
with this time, namely ‘Five delegates were sent tiyp ministers to several
countries’. Consider now a situation in which aedate who was sent to more than
one country is a candidate for promotion, espeaciatie sent by more than a single
minister to several countries. In that situatistaiement made by the above sentence
would naturally be taken to mean what it should maecording to our iterative
substitution rule.

7.3 Additional Readings of Quantified Sentences

| believe, however, that my two last examples nigdkear that although our iterative
substitution rule givepossiblereadings of sentences, the readings it gives atre n
always the only possible ones—or even always thet mettural ones. In this section |
shall consider some readings that are not in aaosedwith it. This subject is again
of special significance for my work, since my spysiization of the logic of
guantified sentences in Part 11l of this book ignded to apply only to some of these
possible readings.



Multiple Quantification 95

Let us begin with a reading of quantified sentsritat is not in accordance with
our substitution rule even in case of some sentenoataining aingle quantified
noun phrase. What | have in mind is the distinchietween distributive and collective
predication, in its application to quantified semes. Consider the sentence

Three men lifted the table.

This sentence can mean either that each man fifeedable by himself (distributive
predication), or that the three men lifted theeabbether (collective predication). On
the collective reading of this sentence, whatus tf the plurality considered together
need not be true of each of its constituents. dt isast misleading, and perhaps even
wrong, to infer from the fact that John, Bill andt& lifted the table together, that
John lifted the table. Collective readings can bantbiguously conveyed by adding
‘together’ or similar locutions to the sentencestidbutive readings can be
disambiguated by inserting ‘each’ or similar teimappropriate places.

Predication in all the examples of the previousise was taken to be distributive.
If it is allowed to be collective as well, many raaeadings are possible. Take, for
instance, the sentence ‘Two ministers sent fivegiks to several countries’. It can
be read as synonymous with ‘Two ministers sentttegefive delegates to several
countries’, where only five delegates were sent-sipbs each delegate to different
countries. It can also be read as synonymous Witho ‘ministers sent together a
group of five delegates to several countries’, whigye two ministers sent the five
delegates as a group to each of the several cesintastly, it can be read as meaning
‘Two ministers have each sent a group of five datlegito several countries’, where
the predication is collective only in its seconduament place: each minister may have
sent aifferentgroup of delegates. When we allow for either distive or collective
predication, some sentences will have several lplessadings.

Although our substitution rule, as it stands, doe# apply to collective
predication, it can be straightforwardly modifiemthat it will apply to these cases as
well. We considered above a sentence that comdisisn-place predicate applied to
n noun phrases as subject terms, one of which theoform g A. For distributive
predication, this sentence is true if and onlg definite singular noun phrases, each
designating a differend, will generate a true sentence if substituted' pA. For
collective predication, this sentence is true if and onhaiflefinite noun phrase
designatingg different A's will generate a true sentence if substituted'dp&. For
instance, ‘Three men lifted the table’ is true hesea'John, Bill and Peter lifted the
table’ is true, and ‘John Bill and Peter’ desigsateee different men.

The substitution rule for collective predicatiotives the correct results for
distributive predication as well. ‘Three men wamsteep’ is true if so is, say, ‘John,
Bill and Peter went to sleep’. It can thereforecbasidered as the substitution rule for
any form of predication, whether collective or distriitve; the specific substitution
rule fordistributivepredication is thederivedfrom the general substitution rule.

This analysis of the relations between the tratlues of a quantified sentence and
those of its instances has the significant advantignot forcing us to consider as
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ambiguous the form of quantification involved inagtified sentences that contain
both collective and distributive predication. Catesi for instance, the sentence

Three men lifted the table and then went to sleep.

According to our general substitution rule, thisiteace is true since, say, the
following one is true:

John, Bill and Peter lifted the table and then wersieep.

And this sentence, which involves predicate cortjang is true if and only if the
following is:

John, Bill and Peter lifted the table and then J&ihand Peter went to sleep.

The predication in the first conjunct is collectivehile that in the latter is distributive.
That latter conjunct is therefore true if and dhthe following sentence is:

John went to sleep, Bill went to sleep and Petert teesleep.

Our general rule for the truth-value of quantifisehtences—whether they involve
collective, distributive or both kinds of predieaati—give us the correct results for this
sentence. | have emphasized above. 8§ that it is implausible to maintain that such
sentences involve a semantic ambiguity of the rgiuase. The approach developed
here avoids this implausibility.

There are several varieties of collective predcatConsider for instance the
sentence

Three men loved seven women.

Suppose the predicate ‘love’ is predicated colletfi with respect to its first
argument place (it makes no difference whethers ipliedicated collectively or
distributively with respect to its second argun@ace). It is then true if and only if a
phrase referring to three different men can betgutesl for ‘three men’ so that we
get a true sentence. Suppose we substitute ‘Beten,and Harry’ for ‘three men’:

Peter, John and Harry loved seven women.
Since we assume the predication is collective, amnot now break this sentence
into a conjunction of three sentences, but we haxe to substitute a definite noun
phrase referring to seven women for ‘seven wormleh'us substitute ‘Paul’s seven
sisters’ for it:

Peter, John and Harry loved Paul’s seven sisters.
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This sentence can be read in at least two waysordlog to the first, each of the
three men loved each of the seven sisters. Butrdicgpto the second reading,
perhaps Peter loved, say, two sisters, John lowed df them, and Harry loved a
single one, the three men loviajogetherseven women. This variety of collective
predication is calledumulativepredication.

We shall not pursue any further the varieties afective predication in this
work. These varieties were mentioned here primaoilgvoid the wrong impression
that collective predication is a homogenous phemamel would also note that our
general approach to quantification made it unnesgs$or us to distinguish
different forms ofquantificationfor cases in which different forms pfedication
are involved. This is in contrast to the branchiogntification approach within the
predicate calculus, which seemed necessary to Barimi order to account for
various cases of collective predication (Barwisg/9). It is also in contrast to the
similar need of the plural quantification approaehich is briefly discussed below.
The fact that a given analysis, by contrast tootgriothers, need not posit semantic
ambiguity where grammatically uniform structures ased in natural language, is
obviously an advantage of it over the latter.

When we come to the systematizationirdérential relations between sentences
with quantified noun phrases, the rules of infeeeme shall formulate will not be
intended to apply to collective readings of thesgences. For that reason, despite the
more fundamental semantic status of the generaitisution rule, | shall there use
substitution rules that are specific to distribetpredication.

As | have mentioned in the previous section, whikeussing the sentence ‘An
oak grew from every acorn’, the scope of quantifiedn phrases can occasionally be
different from their reading order in the senterioefact, | doubt whether for natural
language sentences that contain more than two ifiedntoun phrases in argument
places there is any common or default order of scGuch sentences—our ‘Two
ministers sent five delegates to several countr&sving as an example—are
extremely rare; and occasionally it might not betsaightforward to understand what
they mean, given their relative complexity. | pmasuthat when the need to use them
or some synonym does arise, speakers would ofteneadplain what they mean by
using examples, several alternative formulationgeshaps other linguistic means as
well; there would also probably be heavy reliannecontext to disambiguate scope
order. Perhaps we arrive here at a boundary ohdheal systematicity in natural
language. We can say that the semantic structuratafal language sentences that
are actually usedsuggestdurther systematicity, which is not always actzedi in
natural language. The deductive system formulatéthit |1l of this book is supposed
to apply to natural language as further systentwhtiecording to the principles
operating in its actual use.

The uniformity of analysis of quantification witholtective and distributive
predication is among the advantages of the apprda@etioped here over an analysis
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of some sentences that has been developed by Geooyes (1984. Boolos noted
(pp. 57-8) that while the sentence:

1 There is a horse that is faster than Zev amdfatger than the sire of any horse
that is slower than it

can be translated into first-order logic as follows
($x)(xis faster than Zev & y[x is faster thay  x is faster thay's sire]);
the following sentence cannot be translated imgd-&rder logic:

2 There are some horses that are faster thanrfkalso faster than the sire of
any horse that is slower than them.

Taking the locution ‘there are some horses’ as tifyeng over a collection, class or
totality of horses, Boolos translated sentencein(®) second-order logic as follows
(where X' ranges over such collections):

BX(BX XX & " x(Xx  x is faster than Zev) & y[" x(Xx x is faster than
y)  "X(Xx xis faster thay's sire)]).

Boolos showed that this translation is not equivaie any first-order sentence.

I think it is implausible that both of Boolos'satrslations capture the semantic
structure of these sentences. The structure af (9 close to that of (2), that a very
good reason is required for claiming that they imwovery different kinds of
quantification: quantification into argument pamitiversus quantification into both
argument and predicate position. Boolos found thesgy different translations
acceptable only because he presupposed that tlantsesrof both sentences should
be captured by some version of the predicate eacalther first-order, second-order,
or perhaps some other variation on it.

By contrast, on my approach we can analyze sesgeesembling (1) and (2) in a
uniform manner. (I say sentenaesembling(1) and (2), because | do not, here or
elsewhere in this book, analyze existential conitos such as ‘there is’ or ‘there

Error! Reference source not found. xcviii

2 Since this book was sent to print, several work$tural Quantification Logic, building on
Boolos’ foundations, have been published. Whatitewn this section on Boolos’ logic is far
from sufficient for the evaluation or criticisms tiese later works, and it is in fact also
insufficient as a criticism of Boolos’ own approaétor the necessary more detailed discussion
of Plural Quantification Logic, see now (Ben-Yar6io®a).
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are’ (see sectio6.5).) The following two sentences are very cloasgphrases of (1)
and (2):

3 Some horse is faster than Zev and also fasterttte sire of any horse that is
slower than it
4 Some horses are faster than Zev and also thstethe sire of any horse that

is slower than them.

Sentence (3) is true if we can substitute the nahme horse for ‘horse’ and get a
true sentence. For instance:

Bucephalos is faster than Zev and also fastertti@sire of any horse that is
slower than it.

Sentence (4) is true—taking ‘some horses’ to maameast two horses’, as Boolos
does with ‘there are some horses'—i€@njunctionof names oft least twohorses
can be substituted for ‘some horses’ and yield@ $entence. For instance:

Bucephalus and Pegasus are faster than Zev anfhsiispthan the sire of any
horse that is slower than them.

(The appearance of ‘it' and ‘them’ in sentencesgBJl (4) requires an analysis of
bound anaphora, which is supplied in sec8dh but | believe my claims can be
assessed independently of this analysis.)

I shall make here a small digression in order émtion Boolos’s discussion of the
semantics of second-order logic (ibid., pp. 64-a2d further developed within the
framework of a Tarskian truth-theory in (Boolos85%9), in the process of which he
develops a conception of plural reference simitarmine. In his interpretation of
second-order logic, Boolos tries to avoid Russg@#sadox involving the set whose
members are all and only those sets that are noibers of themselves. Wishing to
make assertions likesX" x[Xx« @X x]', where %X ranges over all sets, Boolos
cannot allow X' to range over sets. He therefore develops a d@aasimilar to
Russell's early conception of classes as many, hwhvas developed mainly for the
same purposéHe urges us (1984, p. 66) to ‘abandon, if one baerit, the idea that

Error! Reference source not found. XCix

% See Russell, 1903, section 70 and chapter X (etiyesections 104-6). Boolos concludes his
1984 paper with an (inaccurate) quotation fromigect27 of that work, in which the concept
of a class as many is again mentioned, distingdisien that of a class as one, and it is
claimed that ‘assertions can be made about classesny, but the subject of such assertions is
many, not one only as in other assertions.” | Bkelos’s quotation and reference to be an
implicit acknowledgment of his debt to Russell.
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use of plural forms must always be understood tonoib one to the existence of sets
(or “classes,” “collections,” or “totalities”) ohbse things to which the corresponding
singular forms apply.” And further on he writesttf@a 72)

a second-order quantifier needn’t be taken to kiedof first-order quantifier in disguise,
having items of a special kind, collections, inrésge. It is not as though there were two
sorts of things in the world, individuals, and eotions of them, which our first- and
second-order variables, respectively, range overvarich our singular and plural forms,
respectively, denote. There are, rather, two @att)aifferent ways of referring to the same
things [...]

Boolos’ conception of plural reference seems sinid mine. But the differences
between us are significant. Firstly, Boolos mergtioanly plural existential
quantification, ‘there are’, as an example of reffiee to a plurality; he does not
mention plural definite noun phrases, such as ppranouns, plural demonstratives,
or conjunctions of proper names, in any of his elam Secondly, and most
significantly, he analyzes common nouns as presticand never as plural referring
expressions. Thirdly, and partly as a consequéisesonception of quantification is
Frege’s, while | argue that Frege's conceptionnapplicable to natural language.
While Boolos’s understanding of plural referencsiisilar to mine, we incorporate it
in semantics and logic in very different ways.

7.4  On the Passive, Converse Relation-Names, and the [iLda

As can be seen from our iterative substitution,rileorder to have the ability to

express all possibilities involving quantities dfetent kinds of things that stand in a
given relation, a language should be capable ofaeging in all possible orders the
noun phrases contained in a sentence attributicly guelation. Different languages
may accomplish this by different means. In Engligtepositions and passive- and
active voices are the main means for that purpbsecontinue the above example,
English allows of the following six sentences:

Two ministers sent five delegates to several castr
Two ministers sent, to several countries, five giaties.
Five delegates were sent by two ministers to seuetantries.
Five delegates were sent to several countries byrinisters.
To several countries five delegates were sent byntimisters.
To several countries two ministers sent five ddlega

These sentences, when read according to the aleoatvie substitution rule, describe
six different possibilities.

Here lies the real importance of the passive vdibe passive is frequently rather
artificial when used without quantified noun phsasEor instance, to say ‘Mary is
loved by John’ instead of ‘John loves Mary’ may iagk some different emphasis,
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but the use of the passive instead of the actiieewdoes not involve any change of
meaning in this case. Frege, generalizing from sxeimples, thought that transitions
from active to passive andce versacan always be madsalva veritatgé and that
only ‘stylistic and aesthetic reasons’ give praferto any form. According to him,
‘the distinction between the active and passivea/ds among those made ‘from a
purely psychological point of view’, distinctionshigh must be rejected in logic
(1897, pp. 141-3; cf. his 1879, § 9). Indeed, Inexljzate calculus contains nothing of
the sort.

However,paceFrege, the passive is essential for the expressimgleteness of
English when quantified noun phrases are involVétt is why a passive sentence
like, e.g., ‘Most women are loved by several meoésl not sound artificial. The
active form, ‘Some men love most women’, has aediffit meaning. The use of the
passive voice is essential in this case, if we wansay what the sentence says.
(Natural language rarely uses dubious ‘Calculigmitences, hybrids of English and
the predicate calculus, like ‘For most women this case that some men love them’;
it prefers to use combinations, by means of seatenonectives, of subjects-
predicate sentences.)

Similar considerations clarify the semantic neitgssf the existence both of
relation-names and of their converses in naturguage. A relation-nam&" is the
converse relation-name of a relation-naiRef and only if, for any two particulara
andb, aRb if and only ifbRa For instance, ‘teacher of is the converse retatiame
of ‘pupil of, since Aristotle was Alexander’s tdaer if and only if Alexander was
Aristotle’s pupil. Now it might seem that if a lamgge contains a certain relation-
name, then its converse is, in a sense, reduritiaaes not add to what can be said
by that language. Simply say thmis a's pupil instead of saying thatis b's teacher,
and you can eliminate ‘teacher’ from your vocahbulan reality, there is only one
relation expressed by both ‘teacher of' and ‘pwfij therefore one relation-name
should be sufficient.

That this is not so is made clear by considetiegiollowing example:

Some professors are teachers of every student.

An attempt to say the same thing by means of ‘mifpihstead of ‘teacher of would
fail (unless we again countenance Calculish see@nd his failure is explained by
our iterative substitution rule. In order to delserevery situation in which more than
a single particular stand in a given relation, rglaage has to be able to arrange the
expressions designating the related particulaamynorder. For that purpose, it has to
have two expressions designating the same relatioglation-name and its converse.
Relation-names and their converses are therefosents for the expressive
completeness of language.

The semantic necessity of converse relation-narfiees natural language
demonstrates again the inadequacy of the prediedtalus, even in its versions that
use generalized quantifiers, for the analysis @fnahlanguage. Suppose we translate
‘ais a pupil ofo’ as ‘Pupil@, b)'. Then, using restricted quantifiers, ‘Some pssfars
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are teachers of every student’ and ‘Every Studerd pupil of some professors’
translate as ‘[Sonme Professok][Everyy: Student]Pupilly, X)) and ‘[Everyy:
Studenty][Somex: Professox]Pupil(y, X)', respectively. There is no semantic need
for both a relation-name and its converse for #migficial language. This indicates
again that this language is semantically diffefeorh natural language.

Our iterative substitution rule for natural langeagso explains the necessity of a
copulative structure for natural language. In tredjzate calculus, sentence negation
can either precede or follow a quantifier, thusegating two sentences with different
meanings. For instance (I use restricted quartificato demonstrate these
distinctions),

[Somex: Manx]Not(Greekx)
and
Not[somex: Man x](Greekx)

mean, correspondingly, that some men are not Gesekthat it is not the case that
some men are Greek (i.e., no man is Greek).

However, this kind of rearrangement is impossillenatural language. The
general logical form of predication in natural laage is (npy, ... np) is P, where
each hp’ is a noun phrase, which may be quantified. Qfiargi are thus syntactically
part of the subject terms, and, in contrast toptieglicate calculus, sentence negation
cannot coméetweera quantifier and the predicate. In order to haagation precede
guantification, so to say, natural language hasisiinguish syntactically between two
ways of predicating: affirmative and negative. Tdiistinction is achieved by means
of the copulative structure of sentences. Some ukges—e.g., English—use
different copulas, affirmative (‘is’, ‘are’, etcgnd negative (‘isn’t’, ‘is not’, ‘aren’t’,
etc.); contrast ‘John is tall' and ‘I am walkingittv ‘John isn’t tall’ and ‘I am not
walking’. Some indicate affirmative predication liye lack of any copula, and
negative predication by means of a negative oris;ishpartly the case with the
present tense in Hebrew, while English uses thistcaction with some tenses (‘John
smokes’ vs. ‘John doesn't smoke’). And perhaps sdamguages achieve this
distinction by other means. (That is the reasamfep to talk of a copulativetructure
rather than of a copula: every language has a atyeilstructure in the sense that it
grammatically has a place for a copula; but in saases the lack of a copula
indicates a specific form of predication: presemise affirmative.)

A negative copula in natural language is pardflesentence negation coming
between quantification and predication in the pra@i calculus. That is why the two
predicate calculus sentences above translate, first

Some men are not Greek,



Multiple Quantification 103

where thecopulais negative; and
It's not the case that some men are Greek,

where thesentencds negated. The copulative structure, redundamt the point of
view of the predicate calculus (with either unany generalized quantifiers), is
essential for natural language. We once again keefdar-reaching logical and
semantic implications of plural reference.

The distinction between affirmative and negativedjcation makes it essential for
us to distinguish the two in our proto-artifici@nguage. A sentence with negative
predication will be written as(npy, ..., np) isn't P. In case all noun phrases are
definite singular ones, there is no distinctionwssin negating the copula and
negating the sentence, and this can serve to daérmelation between them:

If every 'np’ is a definite singular noun phrase, thémpi, ... np) isn't P is
synonymous with ‘It's not the case tlfapy, ... np) is P.

We thus acknowledge two kinds of basic senterafBgmnative and negative, their
form being (np, ... np)isP and ‘(npy, ... np) isn't P, respectively. These
sentences are basic in the sense that they asompobunded out of other sentences.
Later on we shall consider more complex senteribesproduct of combining such
basic sentences by means of sentential connectives.

In distinguishing two kinds of non-compounded senés our logic and semantics
follow Aristotle’s, not Frege’s. Aristotle too ma&ined that there are two kinds of
non-compounded propositions, affirmative and negafOn Interpretation5). In
Frege’s calculus, by contrast, the basic sentena@vays affirmative, negation being
limited to sentence negation. Unlike Aristotle, lewer, we allow not only one-place
predicates, but also many-place ones.

Moving now to predicates with several quantifiedum phrases among their
subject terms, we meet the same distinctions a@airthe one hand,

Not[everyx: Manx][somey: Womany](Lovesx, Y)
translates
It's not the case that every man loves some women,
where in both cases the sentence is negated. Wrhtkee other hand,
[Everyx: Manx][somey: Womany]Not(Lovesx, )

translates
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Every man doesn’t love some women,

where the copula is hegated—natural language’'dl@lanésentence negation coming
between predication and quantification in the daku

The negation of the copula can sometimes be izl @s sentence negation or
as predication negation, the correct reading ofiepending on emphasis or
intonation. In ‘John doesn't lovilareewomen; he lovefour women’, the negation is
sentence negation. The first sentence is synonymithisit's not the case that John
loves three women’. However, in ‘John doesn't Idheee women: Jane, Penelope,
and Mary', the negation is predication negatioronfrrour point of view what is
important is not that the negative copula can leel @s sentence negation, but that it
can be used as predication negation, somethingassary for the predicate calculus.

The former examples involving two quantified nquhrases raise the following
question. In addition to the two possibilities nieméd above, the predicate calculus
allows of a combination of negation and quantifaratof one further kind, where
sentence negation comastweertwo quantifiers. For example:

1 [Everyx: Manx]Not[somey: Womany](Lovesx, ).

How can natural language capture this logical bigg? We can use the artificial
construction, ‘For every man it's not the case tmatioves some women’, but this
looks again too much like Calculish. If we confimerselves to the use of quantified
noun phrases as subject terms of predication reiffienative or negative, then there
is no third possibility in addition to those memnigal above.

This, however, does not indicate any expressiwonipleteness of natural
language. Sentence (1) is synonymous with thevioilp sentence:

[Everyx: Manx][everyy: Womany]Not(Lovesk, V),
and this sentence translates the natural langesgence

Every man doesn't love any woman.
This latter sentence is synonymous with the foltmainore natural one:

Every man loves no woman.
In general, since by alternating ‘some’ and ‘evemé can move all sentence
negations coming between two quantifiers in theuta$ either to the beginning or to
the end of the quantifier string, any logical pbiity expressible in the calculus with
‘some’ and ‘every’ is expressible in natural langeias well.

Of course, there are other quantifiers besidemésand ‘every’. To show that
natural language is not lacking in expressive ppwershould show that for any two
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quantifiers ;" and ‘gy’, natural language can say what is said by a seatef the
form

[g: x: x is A]Not[q, y: vy is B]R(X, ).

This is generally possible because the formula‘plt] g x: x is A]’ is substitutable
by [gx: x is A]', where ‘g is the complementaryquantifier to §. ‘g, is
complementary tody’ if it signifies all quantities precluded by,’. For instance,
‘at most two’ is complementary to ‘at least threeither less or more than seven’
is complementary to ‘seven’; ‘not many’ is compleriagy to ‘many’; ‘not all’ to
‘all’; and ‘none’ to ‘some’.

In this way a sentence of the above form is symans with

[ x: xisAl[gz Y-y is B]R(X, y),
which is directly translatable into natural langeaBor instance, the sentence
[Somex: x is a man]Not[at least thrgey is a woman]Lovey, y)
is synonymous with
[Somex: x is a man][at most twg: y is a woman]Lovey Y);
and this latter sentence translates the naturgliEge sentence
Some men love at most two women.
Similarly,
[Somex: x is a man]Not[sevew: y is a woman]Lovex, y)
is synonymous with:
[Somex: x is a man][more or less than sewer is a woman]Love, y),
which translates the natural language sentence:
Some men love either more or less than seven women.
Lastly,
[Somex: x is a man]Not[somg: y is a woman]Love, y)

is synonymous with:



106 Logic & Natural Language

[Somex: x is a man][noy: y is a woman]Lovey ),
which translates the natural language sentence
Some men love no woman.

Generally, if sentence negation comes betweergvemtifiers of the predicate
calculus, we can delete it and replace the quentifollowing it by its
complementary, without affecting meaning. Oncesalth negations are treated in
this way, the resulting sentence can be direciypdiated into natural language.
Accordingly, natural language is not lacking in eegsive power in this respect
compared with the predicate calculus.



Chapter 8

Pronouns, Variables, and
Bound Anaphors

8.1 Pronouns and other Definite Noun Phrases as Allegédariables

Before proceeding to a comparison of pronouns am@hes, | shall note another
distinction between the referring expressions ef ghedicate calculus and those of
natural language, a distinction that | shall usertsh While the latter can have
descriptive content, the former lack it. By ‘deptivie content’ | mean what Strawson
(1950, p. 21) characterized as conventional limitabf reference to things of a
certain general kind, or possessing certain gemdalacteristics.The rule for the
referential use of the expression ‘tall man’ ig thahould be used to refer to tall men,
of ‘I' that it should be used to refer to the speralof ‘these children’ that it should be
used to refer to children, either present or jushtioned, and so on. (Apart from
ironic, metaphorical, or other secondary uses, atiez reference is to particulars of
which the descriptive content of the expressiothoalgh still relevant to what is
conveyed, is not true.) By contrast, the properesand variables of the predicate
calculus can be used to refer to anything, bepiergon, an object, an event or what
have you. (Referring expressions with descriptiemtent can be added to the
calculus—the iota operator, for instance, introdusech expressions; but given my
purpose in the discussion below, it is importanhate that they are not part of the
standard version of the calculus.)

Let us now proceed to a comparison of pronounsvaridbles. It is often claimed
that the function variables have in the predicateuus is occupied in natural
language by pronouns. ‘Variables are essentialbnquins’, asserts Quine (1987,
p. 237). Such claims are based on the functionquios have in some sentences,
exemplified, for instance, by the way ‘it’ funct®m

If a lioness notices a wounded animal, she wiltdrgatchit.

Error! Reference source not found. cvii

! strawson originally called this feature descriptiveaning but later changed his terminology
to descriptivecontent(1986, p. 92).
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However, this functionis not limited to pronounsDefinite descriptions and
demonstrative phrases can function in this way elé @onsider, for example, the
way ‘the antelope’ and ‘the zebra’ function in

If a lioness notices a healthy antelope and a wedrmtbra, she will ignore
the antelopeand try to catclthe zebra

Similarly, ‘that man’ functions in the same way in
If john invites a man to dinner, than that marelly lucky.

Logicians assumed that only pronouns are the Jasadf natural language because
(i) pronouns have minimal descriptive content, areltherefore similar in this respect
to the calculus’ variables, and because (i) threytle part of speech most frequently
used in the alleged variable role (for reasonsudised below, sectidh3). Assertions
like the one quoted above from Quine, or his clgiat ‘pronouns are the basic media
of reference’ (1948, p. 13), based on that assompdire therefore mistakén.

8.2 Variables versus Bound Anaphors

Contrary to what is commonly maintained, the seiodohction of a pronoun or of
any other noun phrase used in the alleged vanalden a quantified sentence is not
that of a variable. In the predicate calculus \@eis have a distinct function: they are
part of the quantified construction, and in anyssitilition instance of the quantified
sentence they are substituted by a constant. Byastnhnoun phrases in the alleged
variable role do not have any special function hie tonstruction of quantified
sentences. The rules of their functioning resertiise of truth-functional operators
in quantified sentences in the following way: th&tion of truth-functional operators
in quantified sentences to truth-functional opewaio non-quantified sentences is like
that of noun phrases in the alleged variable mlartaphoric noun phrases in non-
quantified sentences. Let me expliin.

Error! Reference source not found. cviii

2 The fact that not only pronouns can be used iralleged variable role was noted in passing
by Evans (1977a, p. 103). Evans, however, madelivaitgd use of this fact, and he seems not
to have noticed its implications for the commonlgdophical views, demonstrated by my

quotations from Quine. Evans does not even merkisnfact in a later paper on pronouns

(1980), although that paper was intended primésilyinguists.

3 The account that follows of the relation betweenrsl and unbound anaphors is not new: the
essential idea, along with the comparison to boand unbound connectives, is found in

Evans’ papers (1977a) and (1980, § 3). The comriadidraw below, however, concerning the
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Consider the two sentences:

1 If Paul bought this donkey, he vaccinated it.
2 If Paul bought a donkey, he vaccinated it.

At least for the sake of my argument, we can redhedconditional operator in
sentence (1) as truth-functional: sentence (13l&efif and only if its antecedent is
true and its consequent false. However, the canditi operator in sentence (2)
cannot be explained in exactly the same way. Ehiecause the consequent of this
sentence (and perhaps its antecedent as well)rdsave a truth-value. Only the
sentence as a whole is either true or false. Yetlov@ot need to forge any new
explanation for the meaning of the conditional eper in (2). The general
explanation of the relation of the meaning of gifesat constructions to non-
guantified ones, together with the explanation loé tmeaning of conditional
operators in non-quantified sentences, alreadyaéxpthe contribution of the
conditional operator to the meaning of sentence§2htence (2) is true if and only
if every definite singular noun phrase referringaadonkey would yield a true
sentence, if it were substituted for the phrasddakey’. Only the relation of the
meaning of the quantified construction to thath# televant non-quantified ones
was mentioned in this explanation—we did not evavehto mention the existence
of a conditional operator in these sentences. @meeubstitution has been made,
the conditional operator contributes to the meawoifilne sentence in the same way
that it did in sentence (1). A truth-functional oger “bound” by a quantified noun
phrase does not have a meaning distinct from th#teocorresponding unbound
operator.

Similarly for noun phrases in the alleged varialole, which | shall calbound
anaphors Consider again sentences (1) and (2). The profibun sentence (1)
refers to the donkey to which ‘this donkey’ refdtss ananaphoric noun phrase
i.e., its reference is determined as that of a nqmhmase appearing (usually) earlier
in the sentence or discourse,staurce (‘Anaphor’ has more uses than the one just
mentioned, but it will be used in this work onlythis way.) However, the meaning
of the pronoun ‘i’ in (2) cannot be explained ixaetly the same way; in sentence
(2), ‘it does not refer to any donkey, nor to digg else. However, its
contribution to the meaning of sentence (2) does meed any additional
explanation. The relation of the meaning of ‘it' () to ‘it' in (1) is that of the
conditional operator in (2) to that in (1). The gel account of the dependence
between the truth-value of a quantified sentenackthat of its instances says that
(2) is true if and only if all substitutions of d@fe noun phrases referring to
donkeys for ‘a donkey’ yield true sentences. Andaimy such substitution, ‘it’
functions as an anaphoric noun phrase. The ruleus# necessary for the

difference between bound anaphors and variablesyarto be found there, nor, to the best of
my knowledge, in any other publication.
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understanding of a quantified sentence becaudeegresence of a bound anaphor
in it is the same rule of use needed for an unbaunagbhor.

If we consider the relation of a quantified sentenf the predicate calculus to
its instances, we see that in each of its instatteevariable is substituted in the
sentential function following the quantifier by imgular definite noun phrase. For
instance, a substitution instance of

(Everyx)(Manx  Mortal x)

Man(Paul) Mortal(Paul).

This is the case for binary and restricted quamaifon as well. For instance, a
substitution instance of

[Everyx: Man x]Mortal x

Mortal (Paul).

By contrast, bound anaphors are not substitutedthgr definite noun phrases in
the analogous cases, as is demonstrated by semtéfiyeand (2). Indeed,
occasionally bound anaphors need to be substitateiah, the following case:

Every child lovesis mother
Mary lovesher mother.

But this substitution is for grammatical reasons-this case a match in the gender
of anaphor and source—and not for semantic reasonssembles the following
grammatical substitution of ‘is’ by ‘am’:

Every man is mortal
| am mortal

By contrast, substitution in the case of the pra@iccalculus’ variables is part of
the meaning of what it is to be a variable.

An anaphoric noun phrase is called ‘bound’ ifsitanaphoric on a quantified
noun phrase. Its relation to an unbound anapharnisrphrase is that of a bound
connective to an unbound one. It is not the retattd a bound variable to an
unbound one. Bound anaphors are not the varialilestaral language. Natural
language has no variables.
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Since variables take in translation the place lafab referring expressions in
natural language, they often appear in translatireentences in which there is no
bound anaphor. The predicate calculus translaggsral referring expression by a
predicate, and the variable then occupies bothplaee occupied in the translated
sentence by the plural referring expression anitsiyound anaphors, if there are any.
Consider, for instance, the following sentenceitnttanslation:

All men are mortal
(all x)(Manx® Mortal ).

There is no bound anaphor in the first sentencec®irast, the variable appears
twice in the sentential function of the translatidrhat is because the referring
expression ‘men’ has been substituted by the pmeslitvian’. Consequently, the
variable, which occupies the referential placess ta appear once with ‘Man’
predicated of it, to limit the relevant particuléamsmen alone; and again with ‘Mortal’
predicated of it, since it takes over the functibrmen’ as that of which mortality has
been predicated. This is also true of the appearahwariables in other forms of
guantification, e.g., restricted quantification, exd the translation is ‘[Ak:
Manx]Mortal X. We again see how different variables are fronawk supposed to
be their parallel in natural language.

8.3 Rules for the Choice of Anaphors

If we examine the rule that determines which notmrage should be used as an
anaphor (whether bound or not) in a given sentemee,shall understand why
pronouns are the noun phrases most commonly usethaghors. We shall thus
understand why they were mistakenly taken to bebttwend anaphors of natural
language, and consequently its variables. | shatkefore try to formulate this rule in
the present section. (As is the case with all astmdes of natural language, there are
exceptions, for special purposes or in specialecasyt for this rule as well.) It will be
seen that the rule for the choice of anaphors &gord with Grice’s conversational
maxims, as formulated in his ‘Logic and ConversatiGrice, 1967, chapter 2).

As a first approximation, we can say that the dptee content of the anaphoric
noun phrase should be either equal to or lessfgp#en that of its source. Consider
first the use of the sentence

If John bought the car, he made a good deal,

in which ‘he’ denotes John. In that use, ‘he’ igj@moric on ‘John’, and its descriptive
content is less specific: while ‘John’ is useddter to men called ‘John’, ‘he’ is used
to refer to any male person. The same observatiplies to the use of ‘the man’ and
‘the child’ in the sentence
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If the man in the green jacket and the child rugrniowards
him will hug each other, then the man is probalychild’s
father.

On the other hand, the following sentence, if usechake the same statement as the
previous one, is defective:

If the man and the child will hug each other, th@man in
the green jacket is probably the father of thedchiinning
towards him.

This sentence is defective because the descriptwent of the anaphoric noun
phrases isnore specific than that of their sources: every maiaigreen jacket is a
man, but novice versa The anaphoric noun phrase should have the saradess
specific descriptive content.

More accurately, the anaphoric noun phrase shuale theminimal descriptive
content that avoids ambiguity. This is why the seoé:

If the man in the green jacket standing under the s
waiting for the bus, thethe man in the green jackeiill
soon be gone

is defective. Ambiguity would be avoided by the imially specific pronoun ‘he’:

If the man in the green jacket standing under the &
waiting for the bus, thehewill soon be gone.

While the use of ‘the man in the green jacketpprapriate in

If the man in the green jacket standing under the and
the man smoking a pipe knew each other, thenman in
the green jackewouldn't have ignored the other one.

Ambiguity would have arisen if the less specifie”had been used instead of ‘the
man in the green jacket'.

Since pronouns usually have the minimal desceptiontent that would avoid
ambiguity, pronouns are the noun phrases most cotyrosed as anaphors.

| shall digress a little to note another semarggemblance between pronouns
and other noun phrases, which is usually unnoticeke literature. Since it was not
noticed, philosophers and linguists thought thanpuns are distinguished by a
characteristic that in fact is not unique to thétms commonly said that when we
use an unbound pronoun that has no grammaticatsal@termining its reference,
the reference of that pronoun is determined to dmead salient in the
conversational context. That object may have beewigusly mentioned, it might
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be perceived by the participants in the discoutsmjght be pointed to, or it may
simply be most natural to think of it at the conté¥/'e may point to John and say,
‘He should be leaving soon’; we might reply in thatyvibasked whether John is
staying for dinner, and so on.

But all this is true of most other definite noumrgses as well. Consider proper
names, for instance. Since, as a rule, every propeare is the name of many
different people, in order to use a proper nameaime one particular person, that
person should be ‘salient in the conversationatexdh To name a specific person
by ‘John’, this specific person should have beesviously mentioned, he may be
perceived by the participants in the discoursecée be pointed to, and so on.
Similarly for definite descriptions: since theren®re than a single table in our
world, if we want to designate a particular tabje'the table’, that table should be
‘salient in the conversational context’. And likesifor other noun phrases.

In general, since the descriptive content of masfinite noun phrases is
insufficient for determining their reference in rha®ntexts, the object they are
meant to designate should be salient in the coatiersl context in order for the
referential act to succeed. There is nothing setdf pronouns in this respect. In
fact, the pronoun ‘I' is less dependent on suclieseé then most or all other
definite noun phrases. We again see that pronoues n@t semantically
distinguished from other definite noun phrasesnBuns and other definite houn
phrases can be bound by a quantified noun phrhseg,may be anaphoric on a
definite noun phrase, and in their non-anaphore (i3 the sense defined above)
reference by their means to specific objects dep@mdsome kind of salience of
these objects in the discourse’s context.

8.4  Conditional Donkey Anaphora
| claimed above that the pronoun ‘it’ in the senten
1 If Paul bought a donkey, he vaccinated

is a bound anaphor. This claim is debated in tegalure. Beginning with Evans
(1977a), some interpret ‘i’ as a referring expi@ssdesignating the donkey that Paul
bought. That is, they claim that the consequensymgoses the truth of the
antecedent, i.e., that Paul bought a donkey; thiequn ‘it’ is then used to refer to that
donkey. Following Evans, such a pronoun is calleB-#ypepronourt. By contrast, if

Error! Reference source not found. cXiii

4 Other suggestions are also found in the literatts®e (King 2009) for a survey. | consider in
the text only Evans’ suggestion as it seems tch@erntost serious alternative.
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‘itt is a bound anaphor, it does not refer to argnkkey. Only if ‘a donkey’' is
substituted by an expression that designates aeglatdes ‘it’ refer to a donkey.

Those who deny that ‘it’ in sentence (1) is a mbanaphor do not maintain that
bound anaphors do not exist in natural languageliéve it is generally accepted
that, e.g., ‘himself’ in ‘Every man loves himsel§ a bound anaphor. And my
distinctions between bound anaphors and variabtesdaapply to this case as well.
Moreover, it is inessential for my claims about ti@ure of bound anaphors vis-a-
vis variables to determine which constructions lzsend anaphors and which are
referring expressions of other kinds. So it mighéra that the debate about the
nature of ‘it' in sentence (1) should not interasthere. Any other example of a
bound anaphor would serve to illustrate the paielsvant to my purposes.

However, this debate does have some implicatietesyant to us here. Many
examples support the theory that E-type pronoumsEdype noun phrases
generally, exist in language. Now the view that iit sentence (1) is a bound
anaphor has met with a difficulty (specified beldwat is by-and-large resolved if
‘it’ is interpreted as an E-type pronoun. But thpplication of the E-type theory to
this case supported the view that bound anaphors agpear only in a
grammatically very limited class of sentences. amtipular, it supported the view
that anaphors cannot be bound across sententiaéctives.

Now this conclusion is relevant to us here, fasgems to limit the expressive
power of natural language. If natural languageibave expressive power similar
to that of the predicate calculus in all that cansegquantified constructions, then it
seems it has to be able to bind anaphors acrosmnsi@ahconnectives. So | shall try
to show that bound anaphors across sentential ctweg do exist in language.
Moreover, | shall attempt to support the view thttin sentence (1) is such a
bound anaphor. And lastly, | shall try to resolke difficulty that supported the E-
type interpretation of that it’.

Before proceeding with this discussion, a noté®timited scope. Anaphora as
in sentence (1) is called ‘donkey anaphora’. In gentence the source and the
donkey anaphor ‘it’ are in different sub-sentenc¢Baul bought a donkey' and ‘he
vaccinated it’, respectively, sentences connecyea tonditional. A different type of
sentence that is also considered as involving dpakaphora is the following:

Every man who buys a donkey vaccinates it.

Here the source is in the defining clause thataig pf the subject term, and the
donkey anaphor is the direct object of the verb.ddwntrast to the anaphora in
sentence (1), in this sentence no sub-sentencaigsrinly the source or only the
anaphor. However, the two kinds of donkey anaphoeeclosely related. The latter
sentence, for instance, is nearly synonymous witta ‘man buys a donkey he
vaccinates it—where the donkey anaphora is aceossenditional. (Only nearly,
since the former, but not the latter, seems toymesse that there are men who buy
donkeys.) A comprehensive account of donkey anaphbould account for these
two kinds of sentence, explaining their interr@lai and distinctions. This,
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however, is not my purpose here. The deductiveesysh Part Il of this book is

not meant to apply to sentences in which a nounahdsfining clause that itself
contains a quantified noun phrase. | shall theeeftiscuss here only conditional
donkey anaphora.

We can now proceed with our discussion of E-typmum phrases and
conditional donkey anaphora. First, let us exansiome E-type noun phrases, in
order both to explain the phenomenon more clearlg & demonstrate the
existence of E-type noun phrases that are not prsaConsider the sentence

2 Some students are intelligent, and they areratso

If ‘they’ were a bound anaphor, then only the sec¢eas a whole would have a
truth-value. However, a situation in which both jemets are, for instance, true, can
easily be imagined. Moreover, if ‘they’ were a bduemnaphor, then (2) would be
true if and only if A is intelligent and he is also nice’ were true gmme A's,
where eachA’ designates a student. That is, (2) would be symmus with

3 Some students are both intelligent and nice.

But that is not what (2) means. A consequence pfs(2hatall students who are
intelligent are nice, while (3) is consistent withme students being intelligent but
not nice. So ‘they’ in (2) is not a bound anaphor.

‘They’ in (2) is an E-type pronoun. The secondjaont in (2) presupposes the
truth of the first conjunct, and it uses ‘they’'designate those students which make
the first conjunct true, i.e., the students who amelligent. In case the first
conjunct is false, ‘they’ does not designate anytfod

Consider now the sentence

Some students and a few professors are intelligewt the students are also
nice.

Arguments similar to those just mentioned stronglypport the view that ‘the
students’ above is an E-type noun phrase. The phemon of E-type reference is

Error! Reference source not found. CXV

5 After this book had been published, Lanzet hagesyatized donkey anaphora in defining
clauses along the lines indicated above withindudive system built on the foundations laid
in this work; see (Lanzet, 2006).

5 A similar theory of some noun phraseslativa grammaticaliain Scholastic terminology,
was developed by Buridan in Aisactatus de Suppositionigusee Hulsen (2000, § 6). | do not
know whether Buridan applied his theory to sentsrike (1), but he did apply it to sentences
like (2), of which the theory seems correct.
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generally mistakenly ascribed in the literaturgotonouns alone, because they are
the noun phrases most frequently used in this i@yreasons specified above
(88.3).

Secondly, let us see some examples of anaphoradbaagross sentential
connectives. The considerations against considetimgy’ in (2) as a bound
anaphor do not apply to the following sentences:

Every cat likes milk, unless it is Siamese.
Some children will get the flu only if they are natccinated.

For instance, during a debate on whether to vatziclaildren against the flu, one
who supports vaccination could argue: ‘Some childsdl get the flu anyway, but
some children will get the flu only if they are natccinated.’ In this case, it makes no
sense to interpret the pronoun ‘they’ as an E-fym@oun, referring to the children
who verify the antecedent—i.e., all the childrenowill get the flu. In the context
described above it was stated that some childréingei the flu even if they are
vaccinated; so if ‘they’ designatedl the children who will get the flu, it would have
been stated, among other things, that the childrenwill get the flu even if they are
vaccinated will get the flu only if they are notcemated—but no such inconsistency
is involved in the actual statement. By contrdstid interpret ‘it’ and ‘they’ as bound
anaphors, the meaning of the sentences is unpratitem

So there are good reasons for maintaining thaethee anaphors bound across
sentential connectives. In addition, the intergrete of noun phrases which
function like ‘it’ in ‘If Paul bought a donkey, heaccinated it' as E-type noun phrases
is problematic. This is mainly for two reasons hfiitst noticed by Irene Heim.

Consider first the sentence

If a man is in Athens, he is not in Rhodes.

If we interpreted ‘he’ in this sentence as an Eetygronoun, then it should
designate the man who is in Athens. But there jsistoneman in Athens, and the
antecedent does not supply any reason for prefeaire of the men in Athens to
the others. So it seems that ‘he’ cannot desigmetg man in Athens, and
consequently that it is not an E-type pronéuBy contrast, if ‘he’ is a bound
Error! Reference source not found. cxvi

" In reply to this objection, Neale (1990, § 6.3yaleped a theory according to which the
pronoun ‘he’ in ‘If a man is in Athens, he is notRhodes’, although syntactically singular, is
semantically numberless, designatalf the men in Athens, be they one or many. l.e., that
sentence would be synonymous, according to Nedle,tle sentence ‘If a man is in Athens,
then the man or men who are in Athens are not indB&i. But this does not seem to fit our
understanding of that sentence. Moreover, Barke®7q1§ 1.1, pp. 197-200) showed that
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anaphor, then the sentence is true if and onlynif aubstitution of a name
designating a man for ‘a man’ would yield a truateace, where ‘he’ would be
anaphoric on that name. For instance, ‘If Socriatés Athens, he is not in Rhodes’
should be true. This interpretation yields the trigieaning, and it does not have the
non-uniqueness problem.

Consider next the sentence

If a man shares an apartment with another manhdres the housework with
him.

If ‘he’ were an E-type pronoun, it should desigriiiee man who shares an apartment
with another man. But assuming the antecedent toubethere are at least two such
men. And again, the antecedent supplies no reasqréferring one of these as the
one designated by ‘he’. So it seems that ‘he’ &t #fentence is not an E-type pronoun.
However, if it is a bound anaphor, this problemmafistinguishable particulars does
not arise. If we substitute a name of a man fann’, and ‘he’ is anaphoric on it, any
substitution should be true. For instance, ‘If Pstihres an apartment with another
man, he shares the housework with him’ should be. tAgain this interpretation
yields the right meaning.

So there are good reasons for not interpreting-gpe those noun phrases that
function in conditional sentences as ‘it' does entence (1), ‘If Paul bought a
donkey, he vaccinated it', while their interpregatias bound anaphors seems
plausible. And as we have seen, this would nothbeotly case of anaphors bound
across sentential connectives. To supply this b@maghhora interpretation with final
support, we should resolve the difficulty it inves:

The difficulty is that while the indefinite artelin most constructions is
synonymous with ‘at least onif ‘it’ in sentence (1) is an anaphor bound byran’,

Neale’s theory yields wrong interpretations of eanes like ‘If a theory is classical, then if it is
inconsistent, it is trivial.’

Some linguists, in their attempt to explain theameg of similar pronouns, such as ‘it’ in

‘Every farmer who owns a donkey beats it', claintbdt they denote theum individual
designated by the definite description ‘the donkeydonkeys he owns’ (see references in
Kenazawa, 2001, p. 385). But to introduce sucfficaliand perhaps incoherent individuals in
order to explain these common sentences seemsid@dgand this theory definitely disagrees
with what we understand these sentences to meanazkea too finds this theory
‘counterintuitive’ (p. 400).
8 There are additional constraints on the use ofrttiefinite article. For instance, one should
use it only if one has in mind a specific particutd which what one says is true. This
constraint does not exist if one uses instead thetdier ‘at least one’ in an otherwise identical
statement. Both statements, however, will havesgmee truth-value.

My description of this constraint might not be egi$i accurate, but we need not determine
the meaning of the indefinite article any more aatly for this discussion. It should suffice
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then the indefinite article functions there asumiversal quantifier. The usual
translation of (1) into the predicate calculush@iigh defective for other reasons
discussed in this work) illustrates this point. ndsiunary quantifiers, the standard
translation of sentence (1) is:

(Everyx)(Donkeyx ® (Paul boughk® Paul vaccinates)).
And if we use restricted quantification, it is:
[Everyx: Donkeyx](Paul boughk ® Paul vaccinates).

The fact that the indefinite article should be tipteted as a universal quantifier in
such constructions is not a peculiarity of Engli$he same phenomenon recurs
also in Hebrew, for instance, which is grammaticatry different from English.
So the universal power of the indefinite articlecomditional sentences should be
given some general semantic explanation.

| shall now try to supply such an explanationh&lsnot do that by pointing out
some hitherto unnoticed facts, but by illuminatsgme familiar ones with a new
light.

Consider the conditional sentence:

4 If Paul bought a donkey, then he’s happy.

Here there is no noun phrase in the consequentcthad be either a bound
anaphor or an E-type noun phrase. The scope ohdbe phrase ‘a donkey' is
therefore naturally taken to be the antecedentalrat is, in this case the minimal
sentence containing the noun phrase ‘a donkey’' kst a truth-value is the
antecedent, ‘Paul bought a donkey’. And there tuefinite article has its usual
meaning, i.e., at least one. Any other quantifidrssituted for the indefinite article
will also have its ordinary meaning. Using restétiguantification, the translation
of (4) into the predicate calculus is:

5 {[An x: Donkeyx](Paul boughk)} ® (Paul is happy).

But suppose we wanted to interpret the noun pHeadenkey’ in sentence (4)
as having wide scope, i.e., as if only the implaratas a whole has a truth-value:
how should we interpret the indefinite article tAérhat is, how many substitution
instances of sentence (4), formed by substitutimgusar terms referring to
different donkeys for ‘a donkey’, should be trueand only if sentence (4) is true?
The answer isgverysubstitution. Let us prove that.

that statements made with the indefinite articllofeed by a common noun used referentially
are true if and only if they are true for at lease particular of those the noun designates.
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Suppose the indefinite noun phrase ‘a donkeyemence (4), ‘If Paul bought a
donkey, then he’s happy’, is interpreted as haviagow scope and as meaniiy
least one When is sentence (4), thus read, false? Sen{@)ds then false if its
antecedent is true and its consequent false. Sersen(4) on this interpretation is
false if ‘Paul bought a donkey’ is true but ‘heappy’ is false.

Next, suppose the indefinite noun phrase ‘a donkeysentence (4) is
interpreted as having wide scope and as meaniagy When is sentence (4) false
on this interpretation? It is false if fasomesubstitution of a name of a donkey for
‘a donkey’, the resulting sentence is false. Bu¢ tlesulting sentence is an
implication without any quantified noun phrase, ahds therefore false if its
antecedent is true and its consequent false. Sergen(4) is false is f@omesuch
substitution, ‘Paul bought a donkey’ is true an@'shhappy’ is false. But that
means that sentence (4), on this interpretatiofalé® if ‘Paul bought a donkey’,
with the indefinite article meaningt least ongis true, but ‘he’s happy’ is false.
And this was the case in which sentence (4) orfidteer interpretation was false.

We thus see that on the two interpretations sent¢d) has the same truth
conditions. Both interpretations entail each otkerthey are equivalent.

This equivalence is reflected in the predicatecudak by the well-known
equivalence between sentence (5) and the follogémgence:

[Everyx: Donkeyx]{(Paul boughtx) ® (Paul is happy)}.

So the ordinary interpretation of the indefinitéicée entails its interpretation as a
universal quantifier when it appears with wide seapthe antecedent of conditionals
and its noun phrase does not bind anaphors inaghsequent. Accordingly, if it is
used in conditionals with the same meaning as rtesee (4), and its noun phrase
doesbind anaphors in the consequent—i.e., if it hadewscope—it functions as a
universal quantifier. We have proved that the usoigrpretation of the indefinite
article entails its interpretation as a universabmifier in conditional donkey
anaphora sentences.

So we have explained why the indefinite articleay other quantifier meaning
‘at least one’, when used with noun phrases haviide scope in conditional
sentences, has the power of a universal quantifieis is why all the following
sentences are read as universally quantified:

If Paul bought a donkey, he vaccinated it.

If Paul bought any donkey, he vaccinated it.

If Paul bought at least one donkey, he vaccindted i
If Paul bought one or more donkeys, he vaccindtetht

The difficulty facing the interpretation of the igfthite article as a universal one in
conditional sentences is therefore resolved.
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Our considerations are supported by the fact their generalization to
conditional donkey anaphora with other quantifisrstraightforward. Consider, for
instance, the sentence

6 If Paul bought two donkeys, he vaccinated them.

If we read the pronoun ‘them’ in sentence (6) d&oand anaphor, ‘two donkeys’
should then be taken as having wide scope, and’ ‘should meanany two
Sentence (6) is then synonymous with the folloveiagtence:

For any two donkeys, if Paul bought both of them,vaccinated both of
them.

This meaning of ‘two’ can be derived from the e@lénce of the two readings—
narrow scope and wide scope—of the following sesgen

If Paul bought two donkeys, then he’s happy.

The reading of ‘two donkeys’ as having narrow scapé ‘two’ as synonymous
with ‘at least two’ is equivalent to the reading ‘dfio donkeys’ as having wide
scope and ‘two’ as synonymous with ‘any two’. Taguivalence is again reflected
in the following equivalence of the predicate célsu

($x)($ y)(Donkeyx & Donkeyy & xty & Paul boughtx & Paul bought
y) Paulis happy
(" X)(" y)}{(Donkeyx & Donkeyy & xty & Paul boughtx & Paul bought

y) Paulis happy}

Analogous equivalence exists for any quantifie’t and consequently any such
quantifier can be interpreted in conditional donkeyntences as synonymous with
‘any n' with its noun phrase binding anaphors across dheditional. And this
generalization applies to other, non-numerical tjtiars as well; for instance, the
sentence ‘If Paul bought several donkeys, he vatsihthem’ means that fany
several donkeys, if Paul bougiit of them, he vaccinated them 2ll.

Error! Reference source not found. CXX

° Stephen Neale failed to notice that the behavitheindefinite article in donkey sentences is
parallel to that of other numerical quantifiers. Eensiders (Neale, 1990, pp. 225-6) the
sentences (1) ‘Every man who bought two or morekelgsmvaccinated them’ and (2) ‘If John
buys several donkeys he vaccinates them'’. In Huhetis universalization; e.g., every man
who bought two or more donkeys vaccinagegrydonkey he bought. But, claims Neale, ‘we
cannot capture this fact by treating “two or moknkkys” as a wide-scope quantifier—
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To properly understand the relation between thentiiied noun phrase with its
wide scope reading and its bound anaphor in suclkejosentences we have to
turn to our discussion of collective predicationtlie context of quantified noun
phrases (§.3). | said there that the substitution rule follective predication has a
more fundamental semantic status than that foriloigive predication, since it
applies to distributive predication as well, and #ipecific rule for the latter can be
derived from it. We will now see that in the casedonkey anaphora the specific
substitution rule for distributive predication camrbe derived from the general
substitution rule and that it is invalid.

In cases that do not involve anaphora the spedifitibutive substitution rule
is derived from the general collective rule asdat. ‘Two men came to work’ is
true if ‘John and Alison came to work’ is; but tlater is true if and only if ‘John
came to work’ is true and ‘Alison came to worktige.

Consider, however, sentence (6), ‘If Paul bouglt tdonkeys, he vaccinated
them.” We saw that ‘two’ in sentence (6) measy two. Substitute, then, a
conjunction of two names of donkeys for ‘two don&ews our general substitution
rule instructs us to do. For instance:

7 If Paul bought Platero and Pompa he vaccindieoht
We can deduce from this sentence the following one:

If Paul bought Platero and he bought Pompa, therabeinated Platero and
he vaccinated Pompa

But we cannot deduce sentence (8) from sentence (7)

8 If Paul bought Platero he vaccinated Platerd, idthe bought Pompa he
vaccinated Pompa

Suppose Paul bought Platero, did not buy Pompa,dahdot vaccinate Platero.
Then sentence (8) is false while sentence (7) igatge. However, sentence (8) is
the conjunction of the two sentences that we wdalde formed had the specific

universal or otherwise—that binds “them”. If theagtifier were universal, (1) would be
equivalent to [“Every man who bought a donkey vaat2d it”], which it is not.” But | believe
Neale is mistaken on this point: a univerdaral quantifier can capture the meaning of (1), as
the following sentence, synonymous with (1), dertratss: ‘For any two or more donkeys,
every man who bouglall of themvaccinated them.” And | have also just demonddrties fact

in the text forconditionaldonkey sentences with the quantifiers ‘two’ are&sal’. Thuspace
Neale, all this suggests that in order to undetistionkey anaphora wdon't ‘need to think
about the semantics of the anaphoric [noun phradams{ about ‘the semantics of their
antecedents.’
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distributive substitution rule been valid in suckses. So in the case of donkey
anaphora one should always apply the general,ativkesubstitution rule.

Our collective substitution rule, in contrast e tdistributive one, also yields
the correct interpretation of the famous examglegposed by Geach and perfected
by David Kaplan, in private correspondence’ withirigu(Quine, 1982, p. 293):
‘Some critics admire only one another’. This seateis true if and only if some
definite noun phrase, designating several crifiedds a true sentence if substituted
for ‘some critics’.

The fact that in some cases the collective sulbistit rule yields the right
interpretation, while the distributive one does,naill not affect the deductive
system developed in Part Il of this book, despie fact that this system is based
on thedistributive substitution rule. This system applies only to timéversal and
particular quantifiers, wittsingular bound anaphors. In the context of conditional
donkey anaphora we shall apply it only to the imdtf article or to the quantifier
‘any’; and these were shown in this section to fiomcin that context as universal
quantifiers interpreted according to the distribeitsubstitution rule.

8.5 Predicate Connectives, and Bound Anaphora across &ential
Connectives

| shall add a few remarks on other uses of anapbotsd across sentential
connectives. Firstly, we saw that many quantifieirghe form g meanany qin
sentences with conditional donkey anaphora. Iriquéet, ‘some’ meanany someas
in the sentence ‘If Paul bought some donkeys, leeimated them’. However, it
seems that in order to have sufficient expressowgep, natural language has to bind
anaphors across conditionals by means of the djeargome’ as well, meaningome
and notany some

This is done by using, instead of the ordinaryditional, its transposed form; that
is, by saying, instead of ‘if thend’, ‘q if p’. For instance, ‘some’ in the following
sentence meamgy SOme

1 If some children are not vaccinated, they véll the flu.

The sentence says thal the children who are not vaccinated will get the But in
the next sentence, ‘some’ indeed mesoree

2 Some children will get the flu if they are naiceinated.

This sentence allows for the case in which somleli@m will not get the flu even if
they are not vaccinated, and for the case in whahe children will get the flu
even if they are vaccinated. The sentence is trueaise it is true for some
substitution of an expression designating one arenashildren for ‘some children’
(with ‘they are’ changed to fit number and gendérnecessary). l.e., some
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sentences like, for instance, ‘Mary and John wilt ghe flu if they are not
vaccinated’, should be true.

The fact that ‘'some’ in sentence one meamg somgewhile it does function as
the particular quantifier in sentence (2), can bg@laned according to the
principles employed in the previous section. Cosisttie sentence:

3 If Paul was happy, he bought some donkeys.

In this sentence, ‘some’ has narrow scope—its scop#ains only the consequent
of the conditional—and it functions as a particudaantifier. Let us now translate
the sentence into the predicate calculus in thalwsay:

4 (Paul was happ® {[Somex: Donkeyx](Paul boughi)}.

Suppose we now want to ‘move’ the quantifier owdsile sentence, so that the
entire conditional sentence is in its scope: howldidhe sentence look then? The
answer is well known:

5 [Somex: Donkeyx](Paul was happ® Paul boughk).

That is, a particular quantifier with narrow scapehe consequent is equivalent to
a particular quantifier with wide scope, binding the entire ditional sentence.
Turning back to natural language, how could suateveicope be attained in it? As
long as the quantified noun phrase in the consecqmrearsafter the antecedent,
as it does in sentence (3), it cannot have widpesoguantifiers, or quantified noun
phrases in natural language, bind as a rule onitpggls and sentence parts that
appear later than them in the order of reading.réfbee, for ‘'some donkeys’ to
bind the antecedent as well, the antecedent hagpearafter the consequent, as it
does in this sentence:

6 Paul bought some donkeys if he was happy.

This sentence is synonymous with sentence (3),chut be read with ‘some
donkeys’ having wide scope. Namely, sentence (6fus if and only if some
substitution of a definite noun phrase referringame donkeys for ‘some donkeys’
yields a true sentence.

We thus see that if a quantifier expressing palgic quantification in the
consequent of a conditional sentence of the faymif‘'p is to be read as having
wide scope, itshouldstill express particular quantification. And thaitl be the
case even if it binds anaphors in the antecedsrit,déd in sentence (2):

2 Some children will get the flu if they are naiceinated.
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The fact that words usually expressing particulszardification continue to express

it in conditional sentences of the form, ‘if p is therefore explainable on our

approach. This is the case with other kinds of tfiers as well, as can be seen by
comparing the following two pairs of sentences:

7 Two children will get the flu if they are noto@nated.
8 If two children are not vaccinated, they wilt ¢fee flu.

9 Most children will get the flu if they are naacinated.
10 If most children are not vaccinated, they gt the flu.

By contrast to sentences (8) and (10), where ‘taral ‘most’ mean, respectively,
any two andany majority, in sentences (7) and (9) they can be iraheir usual
meaning.

Next, it should be noted that anaphors usually earie bound across the
conjunction in conjunctive sentences. The pronauthé following example is an
E-type pronoun:

Some students are nice, and they are also inteflige

‘They’ in this sentence designateB nice students. To say of some students that
they are nice and intelligent, while leaving asoagibility that some nice students
are not intelligent, we have to use predicate austjan:

Some students are nice and intelligent.

In order to have full expressive power, naturablzage has to be capable of using
E-type noun phrases across conjunction. It alsotbasave the parallel of the
predicate calculus quantification over conjunctentential functions. And it also
has to avoid ambiguity. Accordingly, since predécabnjunction is parallel to that
structure of the predicate calculus, noun phrasesonjunctive sentences of the
above construction are usually E-type.

The case with disjunction seems different. Condlide following sentence:

13 Some students will be late, or they may navarat all.

‘They’ in sentence (13) cannot designate the stisdeho will be late, because then
it will not be possible that they may not arriveadlt So ‘they’ cannot be a simple
E-type pronoun—i.e., it cannot designate the stigdarno verify the antecedent
sentence. So is it a bound anaphor? If it werey the sentence would be true fif,
for instance, the sentence

14 John and Mary will be late, or they may noivarat all
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were. This certainly seems an acceptable reading.

Notice that this sentence commits us todblectivesubstitution rule, because
of the use of a plural pronoun as bound anaphdrsBppose one thought that each
of two students, John and Mary, would either be tatnot arrive at all, and wanted
to utter a quantified sentence which would be iegiif that were indeed the case
with both. This cannot be done by uttering (13)wé substitute ‘John and Mary’
for 'some students’ in (13), the result is sentefigy. But (14) is true ifboth John
and Mary will be late, oboth will not arrive at all. If John is late while Madoes
not arrive at all, (14) cannot be considered true.

This situation requires a sentence that would leradlistributivereading. Such
reading would be achieved if we use predicate ditjan. Consider the sentence

15 Some students will either be late or may novesat all.
Let us substitute ‘John and Mary’ for ‘some studenthe result is:
16 John and Mary will either be late or may noivarat all.

Referring back to the rule we suggested on pagevhBe discussing Strawson’s
objections to the use of both predicate- and stilgempounds in logic, sentence
(16) is equivalent to:

John will either be late or may not arrive at alid Mary will either be late
or may not arrive at all.

And this sentencis true in case John is late while Mary does novarai all.
The distinction between the collective and disttiNe readings is even clearer
if we use the quantifier ‘most’. Contrast the feliog two sentences:

17 Most students will be late, or they may noivarat all
18 Most students will either be late or may noivarat all

Suppose there are ten students, of which three latrethree did not arrive at all,
and four came on time. Then sentence (17) is net while sentence (18) is.

Because of the importance of predicate connecforethe expressive power of
natural language, a fully developed deductive sysier natural language should
consider their role in inferences. | supply someatment of this topic in
section11.3.
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8.6 The Relation between the Truth-Value of a Quantifid Sentence and
those of Its Instances

I conclude this part of the book with a formal défon of the relation between the
truth-value of a quantified sentence, which mayt@ionanaphors of quantified noun
phrases, and the truth-values of its substitutimtances. This definition will be of
much use in the next part of this book, where aidiédge system for natural language
is developed. It also generalizes the explanatfoitemative quantification given in
section7.2. | first give a temporary definition of thisaton. | then discuss various
subsidiary issues surrounding my approach and dbfgition. Following these
considerations, | conclude with a revised, moreeganyet more perspicuous
definition of this relation, which shall be usetklain the work.

Suppose we are given a propositional combinafiasf sentences of the form
‘(npy, ... NR)is P or ‘(npy, ... nR) isn't P, n31, where for every, ‘np’ is a noun
phrase, and is ann-place predicate. The nhumbeneed not be the same for all
such sentences 0. Suppose the first quantified noun phras€iis ‘np’, which
is of the form'q A, where q is a quantifier andA’ a plural referring expression.
Suppose further tha does not contain any senterCe containing bothnp’
and all the anaphors of any quantified noun phaggearing in it (irC’). ThenC
is true if and only if, if we substitute‘for ‘np’, where ¢’ is a definite singular
noun phrase referring to a particular to whigi fefers, and we substitute
exactly one ¢’ for any particular to whichA' refers, we get a true formula fqr
substitutions.

(I remind the reader that propositional combinatiof sentences | mean sentences
compounded by means of truth-functional senteatinhectives.)

As explained in sectioi.3, this rule applies to cases where the predicas
distributive and the quantification iterative. Thde is applicable in cases where
the scope order is the order in which the noungdware read or uttered (the noun
phrase uttered first has wider scope); in casesenie scope order is different
(see sectioii.2), the rule should be applied according to dliférent order.

The clause saying th&t should not contain any sentence containing baogh *
and all the anaphors of any quantified noun pheggeearing in it is intended for
cases like the following. I€ is ‘It is not the case that all men know Englighien
for it to be true it need not yield a true senteforeall substitutions of ‘all men’ by
proper names of men. Indeed in this c@&sdoes contain a sentence as specified:
‘all men know English’. On the other handdfis ‘All men know English’, then if
it is to be true ishouldyield true sentences for all substitutions of gropames of
men for ‘all men’. In casap is the left most quantified noun phrase in sergé€hc
andC does not contain any senter@@econtaining bothrip’ and all the anaphors of
any quantified noun phrase appearing ilCi) (we shall say thatp governs C

Notice thatC can be contained in another sentence—in thatCageuth-value
will be determined, relative to those of its sulipgion instances, independently of
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the structure of the sentence in which it is comdi The truth-value of the
containing sentence can then be determined relgngC's truth-value. For
instance, in order to determine the truth-valuéltofs not the case that all men
know English’, we first determine that of ‘All mémow English’, which complies
with the conditions specified in the rule. The lrwlue of the former sentence,
being a negation of the latter, can then be detexthi

Our rule mentions all the anaphorsaofy quantified noun phrase appearing in the
sentence, not only anaphors of fing quantified noun phrase appearing in it, because
of cases like the following. Consider the sentence

If a butcher buys a donkey, the donkey is doomed.

The first quantified noun phrase in this sentesca butcher’, which has no anaphor.
The minimal sentence which contains it and all asaphors is therefore the
antecedent, ‘A butcher buys a donkey’. But the @edent, as contained in the above
conditional, does not have a truth-value of its -evamly the conditional as a whole
has a truth-value. This is because the noun pHeasinkey’, appearing in the
antecedent, has an anaphor—'the donkey'—in theezprent. Our rule is appropriate
for such sentences.

On the other hand, | have not said that the seatetould contain all the
quantified noun phrases that are sources of thehans it contains. This is because
such a clause would be redundant. Consider thafiniy sentence:

If a butcher buys a donkey, then some people isllip

Its consequent contains one quantified noun phraseje people’, which has no
anaphors in the conditional sentence. So the carségtands in the conditions we
specified in our definition, and ‘some people’ goeit. Still, since ‘it’ is a bound
anaphor of ‘a donkey’ in the antecedent, ‘the dghllees not refer to anything and
the consequent has no truth-value.

The above rule is a semantic rule, which will beduin the proof of the soundness
of the deductive system developed in the nextgfattis book. It shares this function
with Tarskian definitions of truth in a model. Howee, in contrast to Tarskian
semantics, | did not specify in my rule ttneth conditions of sentenced/hat | did
was to specify theelations between the truthaluesof a quantified sentence and
those of its instances. Validity is a questionhef possible relations between the truth-
values of the premises and those of the concluftosemantic rule tailored to
guestions of validity may therefore have more mbaésas than those of Tarskian
semantics.

My formalization departs from that of the predeaglculus in some obvious
ways. | use a copula, both affirmative and negatbemcepts may appear as parts
of subjects and as predicates; quantifiers ares partnoun phrases and do not
operate on sentential functions; and | use no bbega But | also depart from the
common formalization of Aristotelian logic. Aristditan logic formalizes the four
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sentence types it acknowledges, universal andcpéati affirmation and universal
and particular negation, aSaP, ‘SiP, ‘SeP and ‘SoP, respectively. That is, the
quantifier and the copula are fused in its formuldsiversal quantification cum
affirmation, for instance, is expressed by the ©9im&’: ‘ SaP. By contrast, in my

formalization quantifiers are parts of noun phrasesich are subjects, while the
copula expresses the mode of predication. Aristotébgic’'s ‘SaP becomes ‘Every

Sis P' in my formalization. In this | am closer to nalifanguage than formal
Aristotelian logic was.

Our definition can be generalized straightforwardd additional cases. |
considered in it only two kinds of copula: affirivat and negative. But our rule
applies to other copulas as well, that is, to madia temporal ones. ‘Some mesm
run a marathon’, for instance, is true if and dhome of its substitution instances, in
which definite singular noun phrases referring enrhave been substituted for ‘some
men’, are true. ‘Three childrewill be given extra classes’ is true if and only if it is
true for three substitution instances, in which iagdar definite noun phrase
designates a child of those referred to, each pbusse designating a different child.
And so on. Consequently, we could formalize oumitedn with a copulative variable
instead of the two copulas we specified. We did dethat because our deductive
system will employ only these two copulas. Of ceurthe fact that our rule is
straightforwardly generalized in this way, lendsaiich support.

Having mentioned modal and temporal issues, |l siaal a few observations on
these matters. Our approach in this book enablés aralyze and represent modal
judgments as involving a modal copula; this carubderstood asle re modality.
This possibility, which is obvious in the gramménatural language, was not open to
those who tried to incorporate modal logic intoesmiched predicate calculus, since
the calculus contains no copulative structurel, &ilmodal logic should allow for
modal judgments expressed by means of modal sethteperators, as in the
sentence, ‘It is possible that John arrive latelayg we can see this afe dicto
modality. The relation between modal sentence-opei@nd modal copula should
then be defined similarly to the way we have defiitefor sentence negation and
negative copula: in the singular case, the twoegrgvalent. Namely, ‘It is possible
that John arrive later today’ is synonymous witbhid may arrive later today’. But |
shall not pursue modal issues any further in thgkb

Temporal judgments can also be treated as exprdsseaneans of temporal
copulas, the way it is in fact in natural languabeere is no need to have recourse to
sentential temporal operators or to quantificatmrer events, the way various
logicians, taking predicate logic as their deparpuwint, found necessary.

A few more words on the logic of time. Our anaysif quantification is
immediately generalized to adverbs of quantificatidemporal ones included. ‘Mary
visited Johnthree times for instance, is true if and only if it is tru@r three
substitution instances of phrases designatingrdiffetimes for ‘three times’: ‘Mary
visited John yesterday evening’, ‘Mary visited Jatimen we were on holiday’, etc.
The same analysis applies to other adverbs as‘dadtin kissed Mary in two places’
is true if, say, ‘John kissed Mary in the barn’ alohn kissed Mary on the bus’ are.
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And similar multiple readings, and distinctionsviee¢n collective and distributive
predications, also arise: ‘John kissed Mary in places three times’. Again, this
straightforward generalization clearly supports aegproach to quantification in
natural language.

| pass to general worries that may be raised sigaiy semantic approach, but that
apply, with slight modifications at most, to prexatl approaches in predicate logic
semantics as well. My responses to these worraddive equally applicable to both
conceptions of logic, reference and quantification.

To clarify the relation between the truth-valueacfuantified sentence and those
of non-quantified sentences, | used a substitutianaount of quantification. But
substitutional accounts run into difficulties besawf unnamed objects. Consider the
sentence ‘Many raindrops will never be designatgd aby singular referring
expression’; this sentence is obviously true. Onaggount, however, it is true if and
only if it has many true substitution instanceswhich ‘many drops’ has been
substituted by singular expressions designatinggdré-or instance, a sentence of
roughly the following form should be true: ‘Thisogrwill never be designated by any
singular referring expression’. But such a senter@®ot be true, and therefore the
guantified sentence, on my account, cannot be éiteer. But it is true; so my
account, at least as a general account of the-altie of quantified sentences, is
false.

This difficulty is not peculiar to my approach. &swell known, if we try to give a
substitutional account of quantification to pretlicdogic sentences, we run into
similar difficulties. Consider the sentenc®Fx’: on the substitutional account of
quantification, it is true under an interpretatiband only if, for some constard’;
‘Fa’ is true under that interpretation. But let ‘F’ bet designated by any constant'.
‘$xFX then means that some things are not designatednigyconstant, which is
surely true. But each substitution yields a falsetence, and therefore this sentence
should be false, according to the substitutionebant. Yet it is true. So that account,
at least as a general account of quantificatiofa/se.

This problem might lead one to drop the substihal account of quantification
altogether, and replace it by an objectual accoOnt.that account,$xFx is true
under an interpretation if and only if, for somenewconstant&, ‘Fa’ is true under
some interpretation that differs from at most on what it ascribes ta'.' This
approach is open to me as well, with straightfodiagaptations.

But objectual quantification runs into correspagddifficulties. Let F' be ‘not be
the value of any interpretation of any constar@Fx' then means that some things
are not the values of any interpretation of anystam. If we consider as
interpretations actual interpretations—the way vems@ered singular referential
expressions when considering substitutional queatibn'—then $xFx is certainly
true. But then, ‘B is always false; it follows that objectual qudicttion is wrong, at
least as a general account of quantification.

An advocate of objectual quantification could histstage maintain that the
interpretations we talk about aigeal interpretations, opossibleones—in some
highly abstract sense of possibility. But thens tiriove is open to an advocate of
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substitutional quantification as well: Plato’s heavcontains not only all possible
interpretations, but all possible singular refegriaxpressions as well. The two
semantic approaches face corresponding difficuléesl can avail themselves of
corresponding means. Consequently, both are atteptar unacceptable, to the
same degree.

Given this equivalence between the approachdspdecto use the substitutional
account of quantification, as | find it more initwi and shorter to formulate. And
where it does literally work, it does not commit tas possible interpretations or
anything beyond the linguistic means already atsposal.

This issue raises an interesting question. Wetkatboth the substitutional and
the objectual accounts of quantification are insight as general accounts. How
then can we explain, as accurately as possiblendhae of quantification, without
introducing any unnecessary idealization or metsjgh® | guess the reply here,
mathematical fictions of absolute precision notai#imding, is: by means of
examples, by means of rules that apply to somenbugll cases, and perhaps by
other similar means. That is indeed how we teaeh rifteaning of quantified
sentences to children, namely, to those who haveretomastered a language that
contains synonyms of our quantification idioms. Bubat is indeed so, then, since
some vagueness is bound to be inextricably integwviwith such explanations,
wouldn'’t that lead the rules of logic, the rulesd&fduction, to compromise their
absolute accuracy? And would the outcome stiloigéc at all? This leads us to the
other general worry | would like to raise at thiage.

Towards the end o€Chapter 5 | discussed semantically derived noukes li
‘wisdom’ and ‘philosophy’. | argued there thatsthardly justified to consider their
uses in sentences like ‘Wisdom is a virtue’ andil®bphy has lost much of its
glamour’ referential. | also added there that riaedess, their incorporation in the
same place in theyntacticframework is conditioned upon the applicabilitypairallel
syntactic transformation and derivation rules tenth For instance, from the two
sentences,

Wisdom is a virtue,
Every virtue is rare,

we can infer:
Wisdom is rare,

by the same derivation principles we use in degivifeter is mortal’ from ‘Peter is a
man’ and ‘Every man is mortal'. However, my abowenfulation of the relation
between the truth-value of a quantified sentencetlam truth-values of its substitution
instances explicitly mentionedeferring expressions. To make it applicable to
sentences in which the subjects are semanticaliyedenouns we should modify the
relevant parts of that formulation as follows:
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Suppose the first quantified noun phras€iis ‘np’, which is of the formq A,
where g’ is a quantifier andA’ a semantically derived noun. Théhis true if and
only if, if we substitutec’ for ‘np’, where t is an Ais true and evenA is named
by exactly onec’, we get a true formula fag substitutions.

The clause ‘evenyA is named by exactly onec™ in this formulation is
obviously a semantic compromise. What does it migat,an expressiamamesan
A? We cannot say that the expresgieiersto anA, since | maintained that the use
of ‘refer here is unjustified. On the other hartie adequacy of the above
formulation requires that ever’ will have one and only oneame—but what
should ‘name’ mean here?—Indeed, the uniquenesditmmn can perhaps be
satisfied while avoiding the problem that now conts us, and that by demanding
that there be noc;’ and ‘c,’ such that ¢;isc,’ is true; but | cannot see how the
existence condition, that evedy should have aaame can be satisfied while
avoiding that problem. So the apparent semantatiosl of naming mentioned in
the above formulation seems to be both necessadrdewoid of content.

As | said above, this worry is not peculiar to mgproach but applies to
predicate logic as well. Suppose we formalize ‘Ewartue is rare’ as™ x(x is a
virtue  xis rare)’, and use objectual semantics. This seetés then true under an
interpretation if and only if, for some new constard’,' ‘Fa’ is true under any
interpretation that differs from at most at what it ascribes @.‘So should we say
that under some interpretatiors designates or refers to virtues, to wisdom for
instance? We are confronted again by the queshiahwtorried us at the end of
Chapter 5: are ‘designate’ and ‘refer’ used heté tie same sense with which they
are used when we say that ‘this table’ can be tedfer to a table, or ‘Peter’ to
designate Peter? | opted there for a negative answehoice: saying that this is
indeed a case of reference would leave as the camstement of reference only the
syntactic feature of being a logical subject teand reference would stop expressing
a semantic idea, as it was supposed to do. Aca@ydipredicate logic faces here the
same difficulty that we faced above. (And of couiene would save predicate logic
semantics by arguing that thésa case of reference in the strict sense, themibige
would be open to me as well.)

Returning to my formulation above, perhaps theefyeapparent content of
‘name’ in my formulation is not a shortcoming. Semizally derived nouns are
semantically heterogeneous. ‘Wisdom’, ‘philosophyand ‘the fall of
Constantinople’ may have nothing semantic in commidre relation of ‘wisdom’
to wisdom is different from that of ‘the fall of @stantinople’ to the fall of
Constantinople; and to say that both are namesggrdesrs or expressions used to
mention something, disguises their diversity rattiem uncovers any uniformity.
Perhaps what can be said is that semantically eriouns can be incorporated in
quantified constructions only if a semantic relatican be substituted for that of
reference in our original formulation, in a way ttlpeserves the validity of our
formulation. Our understanding of quantified constions with semantically
derived nouns will then depend on our ability tokendghe required substitutions.
My altered formulation is actually schemato be filled with different semantic
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content for different semantically derived nounsg aot a description relying on
some homogenous semantic relation characterizicly Isouns.

Our comment on the incorporation of semanticalriveed nouns into the
syntactic framework of referential common nouns ldidnelp us answer the following
difficulty: | presented the classification of diféat expressions as referential as, to a
considerable degree, a matter defcisionand not of fact. But we now intend to
develop a deductive system, with rules of inferetheg apply to parts of speech
according to their place in sentences. We shouifyjithese rules,—prove that they
preserve truth—by means of the semantic rule intred above, which mentions the
referential role of common nouns in noun phrases in argumesitipns. But if the
classification of some such general nouns as mfalés non-obligatory or even
undesirable, would our soundness proofs apply éir tase? The soundness of our
system cannot be a matter of mere decision!

This difficulty can now be resolved in the followgi way.We shall formulate our
semantic rule without any mentioning of referen&d. we should mention are
relations of truth values between sentences. Tlilsbe in line with our earlier
comparison of our approach to the common Tarskisn for the same reason that
truth conditions of sentences need not be supfiiethe purposes of logic, namely
proving soundness, completeness, and similar oakatof truth to prove; for that
reason reference of expressions contained in thters®= need not be specified. The
only semantic concept needed in logic is thatuhtr

From this logical point of view model-theoreticngmntics is a highly inflated
theory. Instead of limiting itself to the relatiom$ truth between sentences, it
considers their truth conditions, the semantic evafisingular terms (what they refer
to) and that of predicates (sets of various kind)ur relational conception of the
semantic rule, mentioning truth alone of all serigacincepts, proves sufficient, then
the basic justification of model-theory in semamitgeliminated.

In the published version of my book | thought #pgroach to soundness should
be as follows. We start with referential commonmsuvhich have certain roles in
syntax. We prove, for the uses of these common ydlmat our inference rules
preserve truth. These are thesiccases: basic both in explanatory order; in therrd
of learning a language; and in the semantic orther: semantics of semantically
derivednouns is determined by the uses from which theydarived, and these uses,
or uses upon which they depend etc., involve oalybasic common nouns or other
referential expressions in the logical subject gldie addition to these basic cases, we
can use other general nouns in quantified congngonly if we can incorporate
them into the same syntactic framework, derivatides included, of the basic cases.
That is why the syntactic framework provably apgdiile to the basic cases applies to
non-basic cases as well.—lI still think there is mtleat is correct in this, but | now
think that the proofs on the deductive system shdwa conducted for the general
casewithoutinvolving the concept of reference. Incorporatig-basic terms in the
same place in syntax occupied by referential termaans that the same relations of
truth-values obtain between quantified sentencasuige them and instances of those;
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and only such relations of truth-values are relevanthe relations of validity to
provability. This will be our approach to proofssafundness in below.

Following these consideration, | shall distinguisblow between concepts of
referential expression and thhdgical subject term The former is asemantic
classification, the latter syntacticone. What we mean by reference was clarified in
the first part of this work, primarily in Chapter ®n the other hand, a logical subject
term is any term or expression that occupies thegaace in syntax as an expression
used referentially. All referential expressions &gical subject terms, but some
logical subject terms (e.g., ‘wisdom’, ‘the fall Gonstantinople’) need not be seen
as referential expressions. The soundness of owatien rules will be proved in
the next chapter relying on the syntactic concépgogical subject terms, and not
on the semantic one of reference.

We can now conclude with the revised semantic, rspecifying the relation
between the truth-value of a quantified sentencetlam truth-values of its substitution
instances. This definition takes into consideratiendiscussion above.

Suppose sentenc®is governed by a quantified noun phrase of thenfay A.
ThenS is true just in case, if we substitute definitagsilar terms ¢’ for that
noun phrase, where;‘is A’ is true and for every differertandj, ‘c; isn't ¢ is
also true, we get true sentencesdaubstitutions.






PART Il

A DEDUCTIVE SYSTEM FOR
NATURAL LANGUAGE






Chapter 9

Derivation Rules and Soundness

9.1 Some General Considerations

In this part | develop a deductive system for retlanguage, which is meant to be
comparable in its deductive power to the first orgeedicate calculus. | shall
develop the system for only some of the sententeataral language, and for only
some of the logical relations between these seagernithe sentences to which my
system will apply are propositional combinations pfedications, that is,
combinations of predications by means of sentewtianectives. The predicates
will have as subjects either definite singular nquirases or quantified noun
phrases. | shall discuss the universal and thécpkat quantifiers.
The sentences to which my system will apply vhillg include, for instance:

John is tall. Some men are tall. John loves Mamer¥e man loves Mary.
Every man loves some women. Every man gives soresepts to some
women. Every cat likes milk, unless it is Siamese

As was demonstrated i€hapter 8, in some propositional combinations some
modes of universalization are expressed with ‘a’aoy’, and not with ‘every’ or
‘all'. Accordingly, sentences like the following Ibe discussed as well:

If a man buys a donkey, he vaccinates it.
If any man loves any other man, then that other lmees the first one too.

There are different modes of predication. We aanthat Johris clever, that
Johnwas clever, that hemay beclever, and so on. These different modes of
predication create various difficulties for a detike system. Consider, for
instance, the valid syllogism:

All philosophers are Greek. All Greeks are intelhgy Therefore, all
philosophers are intelligent,

On one reading, it becomes invalid if we substipdst tense for present tense:

All philosophers were Greeks. All Greeks were iigeht. Therefore, all
philosophers were intelligent.
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If with ‘philosophers’ and ‘Greeks’ we refer to demporary philosophers and
Greeks, then it is possible that the Greeks treattntemporary philosophers were
are not those contemporary Greeks who were inggitigLike the standard version
of first order predicate calculus, | shall not sekdr temporal and modal issues in
my system. The predication considered in my sys¢ess a rule, in present tense. |
have applied my system to sentences containinggpdsture predication only in a
few cases, which do not raise any special issagimglto tense.

A significant difference between my system andphedicate calculus is that |
shall not supply rules for the well-formed sentenoémy system. This is because
the language | use is natural, not artificial. Téreguage of the predicate calculus is
an artificial language, formed according to expliciles, and consequently we
know the rules that determine which sentences petorithe language. By contrast,
for natural languages we know which sentences areect without learning
abstractly formulated rules sufficient to determamerectness. Such a formulation
is a notoriously difficult task, which linguistdlshave to meet.

| shall therefore rely on our knowledge and un@eming of English in
determining, firstly, which sentences are gramnadliiccorrect; secondly, which
sentences are propositional combinations of prédita of the kind to be
discussed; and lastly, in transforming sentences factive to passive, from
singular to plural, etc.

This reliance on our knowledge and understandingatural language is also
presupposed when vapply the predicate calculus to inferences we actuadjen
Since these inferences are formulated in naturgjlage, we need, when we try to
translate them into the calculus, the same kinknofvledge | assume here in the
development of my system. Accordingly, althoughfra formal point of view the
reliance on such knowledge is a disadvantage ofysyem, it is not a practical
disadvantageé.

Although the examples of the applications of mgtesn below are ifEnglish
sentences, the system is meant to be applicabnymatural language whose
sentences are propositional combinations of prédics with singular terms and
quantified plural terms as logical subject termentences whose meaning is in
accordance with the rules discussed in the previauts of this work. Since my
purpose in this work is to analyze the semantiak lagic of any such language, |
did not attempt below to give transformation rudeecific to English. For instance,
in English, when we deduce ‘Some men are mortathftJohn is mortal’ and ‘John

Error! Reference source not found. CXXXViii

! Since the publication of this book | have devethpegether with Ran Lanzet, a formal
language with a model-theoretic semantics basetth@mne developed here. Lanzet has also
investigated the formal properties of this languagenpared it to the predicate calculus and
enriched it in various respects. See (Lanzet amd\&eni, 2004) and (Lanzet, 2006).
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is a man’, we substitute the plural copula ‘are’ thee singular one ‘is’. This is not
the case with some other languages in which singatad plural reference,
guantification and predication function as in Eslliln Hebrew, for instance, a
copula need not be used at all. On the other handebrew the adjective in the
corresponding inference is changed from singulgpltwal form. These are mere
syntactic features, language specific, insignificiilom a logical point of view. |
ignore all such features below.

The fact that | ignore these language specifitufes makes it impossible to
apply my derivation rulemechanicallyto any specific language. For that purpose
we should have had rules for substituting ‘is’ bye’, etc. However, the inferences
are carried outormally, i.e., we need not know what the predicates iretlmnean
or what the referring expressions designate.

I have in general attempted to use idiomatic rétianguage sentences in my
inferences. All the same, to simplify the deductsystem, | allowed myself two
general deviations from natural language.

The first, which concerns anaphora use, will bplared in the next section,
where | present the rules for introduction and elation of anaphors.

The second concerns the use of universal negdiinglish, like many other
languages, uses ‘no’, which we may ctie null quantifief to express these
negations, as in:

No man is immortal.
No man tasted every beer.

If I were to follow idiomatic English here, | shauinclude in my deductive system
rules for the use of the null quantifier.

This can of course be done. The elimination ruellel be as follows: from ‘No
SisP’and ‘ais S, we can infer aisn’t P’, and similarly for every sentence that is
governed by ‘nds, is of the form (npy, ... np) is P, and contains apart from ‘no
S only singular definite noun-phrases. The introtitue rule is more complex, and
will be given after we present the introductiorerfr the universal quantifier. We
may also need to add rules for avoiding universangjfication with negative
copula. Adding all these rules would obviously make system more complex.

Moreover, not all languages use the null quamtifieexpress negation. Hebrew
and French, for instance, use a special form of uhizersal quantifier (‘’,
aucurl) with a negative copula, instead of the null qgtifeer with an affirmative
copula. Thus, the English sentence

Error! Reference source not found. CXXXIX

2 This is not the meaning of the phrase in predilaie, where a null quantifier is a quantifier
that does not bind any variables, a$ kR(a, b).
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No man is immortal

Is translated into Hebrew and French, respectilsly,

Aucun homme n'est immortel

Introducing the null quantifier into our system amtohibiting universal
guantification with negative copula would consedlyemake it language-specific
to a degree which | would like to avoid in a deyetent of its basic version.

Lastly, in introducing the null quantifier we walalso depart from the
canonical version of the predicate calculus, whicles only the universal and
existential/particular quantifiers, while it is npurpose here to develop a system
comparable in its deductive power to that versibthe calculus.

For these three reasons | shall not introduce nk quantifier into my
deductive system. Instead, | shall use universahtijiication with negative copula.
This would force us to use non-idiomatic Englishsimme cases. For instance,
instead of the two sentences above, we shall write:

Every man isn't miserable.
Every man didn't taste every beer.

This is a compromise not because such sentencesoanesed, but because the
negation in them is usually, and perhaps alwayx] essentencenegation and not
ascopulanegation, the way it is meant here. This is cleer¢he second sentence,
which it is even difficult to read as meaning that man tasted every beer. From
the point of view of my attempt to develop a dedwctsystem fornatural
language, this is therefore a drawback. But, as/etsaid above, it can be amended
by adding derivation rules for the null quantifier.

9.2 Basic Characteristics of the System

My deductive system is a system of natural dedodiiw natural language, based
on ideas originally developed by Gentzen (193448y method of writing
arguments is based on standard methods such as fdwsd in Lemmon (1965)
and Newton-Smith (1985).

I shall write arguments as follows. An argumend igertical sequence of lines,
each line containing a sentence and some moreaddtzlows. On the leftmost of
each line | shall write the line numbers of theteroes on which the present
sentence relies, if any; | shall then write in royarentheses the line number; then
the sentence will be written; and lastly, at thghtiend of the line, the justification
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of the present sentence. The line number is alsmaimber of the sentence written
at that line.

As will be seen from the derivation rules belowsemtence can rely only on
premises. An argument ispoof of its last sentence, relying on the premises—if
any—on which that last sentence relies. An arguimelatst sentence is its
conclusion An argument ivalid if in all possible situations in which the prensise
on which its conclusion relies are true, its cosn is also true. A calculus is
soundif any argument answering its rules is valid. alprove that all the rules for
writing down new sentences of the calculus develdpere preserve validity, and
that this calculus is therefore sound.

| do not prove here theompletenessf my system; i.e., the provability in my
system of any formally valid argument whose premissd conclusion are
sentences of the kind to which my system appli@spartly compensate for that,
and to show my system’s power, | give below a wideety of examples of proofs.
The artificial calculi found in Lanzet and Ben-Yaif#004) and Lanzet (2006),
which are based on the semantic and deductivesystieveloped in this work,
were proved there by Lanzet to be compact and catepl

I shall occasionally write schemas of argumentsngi variables instead of
definite singular noun phrases and general noumst i§, | shall write ‘EverAis a
B’ instead of ‘Every philosopher is a man’. Smadllitized letters—a, b, c, etc.—
will be used as variables replaceable by definitegidar noun phrases, and
italicized capital letters-A, B, C, ...—as variables replaceable by predicates.

I now specify the rule for the introduction of prises, how derivation rules of
the propositional calculus shall be used, andhel dther derivation rules that do
not involve quantification and which | shall us@da from Transposition, which is
introduced in the next section).

Firstly, premises. In any line a sentence can be writtea premise. The rule
for premises is as follows:

Premise
In any line (i) any sentence can be written, reyam itself, and justified as
a premise. The justification is written ‘Premise’.
Formally:
i () F Premise
Where F’is any formula. For instance:
1 (1) John loves Mary Premise
Since a premise relies on itsdftemiseclearly preserves validity: if the sentence

on which a premise relies is true, i.e., if themise is true, then the premise is true.
Moreover, we shall see that all other derivatidesuyi.e., all other rules for writing
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new sentences in an argument, always presupposexistence of previous lines
(excluding Identity Introduction; see sectiat.5). Thus, the first sentence in any
argument is always a premise, and any one-linenaeguis therefore always valid
The first step in the inductive proof of soundniesaccordingly established.

Secondly derivation rules of the propositional calculusa lcertain sentence is
derivable from other sentences by derivation rdéshe propositional calculus
alone, | shall write the sentence and quote agigagion the propositional calculus
derivation rule (in case that rule has an accepéde) and the numbers of the lines
of the sentences from which the sentence is deriiskt to the name of the
derivation rule used | shall write ‘(PCDRY)’, f@ropositional Calculus Derivation
Rule The numbers of the lines of the sentences onhwttie derived sentence
relies will be written according to the rules oétpropositional calculus. | shall not
distinguish between basic and derived rules optiopositional calculus, according
to any of its various systematizations. | am noterested here in the
systematization of the propositional calculus, afidts accepted systematizations
yield the same arguments as valid.

For instance:

1 (1) John loves Mary and Johnis tall Premise
1 (2)Johnis tall Conjunction EliminationGBPR), 1

Since the propositional calculus is sound, thekespreserve validity.

Thirdly, anaphors of singular referring expressions. Hrig sentence a definite
noun phrase is anaphoric on a singular referriqgresssion, that anaphor can be
substituted by the singular referring expressiaor. iRstance, one can infer ‘John
likes John’ from ‘John likes himself'. This rulel@ls theeliminationof anaphors
(AE). And anaphors can also beroduced(Al): if a singular referring expression
appears several times in a sentence, any of itsappces can be substituted by a
noun anaphoric on an earlier appearance (not rexdgshe first) of that singular
referring expression. For instance, one can infehn likes himself' from ‘John
likes John'. In both cases the inferred sentenkiesren the same premises as those
on which the sentence from which it is inferredie=l The justification of the
inferred sentence is written ‘AE, i’ and ‘Al ', spectively, where ‘i’ is the number
of the line of the sentence from which the infersedtence is inferred. These rules
clearly preserve validity, since the anaphor destigm the same particular
designated by the noun of which it is an anaphorg®ar referring expressions
having the same reference are interchangessiil@ veritate at least in the contexts
with which we shall be dealing below.

To avoid prolixity, | shall occasionally make teesubstitutions without noting
them explicitly. | also ignore the cases in whibh &inaphor precedes its source: we
are primarily interested in anaphors of quantifiremin phrases, and sentences in
which such anaphors precede their sources arestt é&ceptional. But both rules
can be straightforwardly generalized to such casesell.
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When we substitute proper names for anaphorswifli@ccasionally result in
unusual use of English. While ‘John loves himsislfberfectly idiomatic, | believe
‘John loves John’ would be used with both occuresnaf ‘John’ designating the
same person only to make some special point. Wkl @woid this by introducing
special rules for substituting anaphors for propenes and expanding our rules for
quantified noun phrases introduction so that they lbe substituted for anaphors
too. But this would add complexity to the systermhich is unnecessary if we
tolerate the above sentences, which | do thinlaaceptable in natural language.

Lastly, as was explained above (p. 102), negative predités essential for a
language in which quantified noun phrases are stintdly among the subject
terms of a given predicate. This makes the spetifin of relation of negative
predication to sentence negation necessary for lagigal system of such a
language. | shall therefore formulate here the sruier the introduction and
elimination of negative predication. Since negaiivedication is at least usually
indicated by a negative copula, these rules wilthee rules for Negative Copula
Introduction (NCI) and Elimination (NCE).

Negative Copula Introduction (NCI)

If sentence (i) is or contains the sentence ‘Itst rthe case that
(npy, ... NR) is P, where everynp’ is a definite singular noun phrase, then in
any following line (j) the sentence identical tonwmce (i), but with
‘(npy, ... NR) isn’'t P substituted for ‘It's not the case th@tp,, ... np) is P,
can be written. Sentence (j) relies on the sammipes as sentence (i), and its
justification is written ‘NCI, i'.

Formally:

(i) F(Not (a;...a,isA))
() F(ay...a,isn'tA) NCI, i

Negative Copula Elimination (NCE)

If sentence (i) is or contains the senter(og@y, ... np) isn't P, where every
‘np’ is a definite singular noun phrase, then in aolofving line (j) the
sentence identical to sentence (i), but with ‘ltisot the case
that(npy, ... np) is P substituted for (npy, ... Np) isn't P, can be written.
Sentence (j) relies on the same premises as senfignand its justification is
written ‘NCE, i".

Formally:

() F(ay...a,isn'tA)
() F(Not (@;...anisA)) NCE,i
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(I occasionally write ‘Not’ instead of ‘It's not éhcase that’ and similar phrases.)
Since ‘Not(npy, ... np) is P and ‘(npy, ... nR) isn't P are synonymous in case every
‘np’ is a definite singular noun phrase, both NCI &l€E preserve validity.

I now proceed to develop my system.

9.3 Transposition

A relation between different particulars can berespnted linguistically in various
forms. For instance, the sentences ‘John kissed/Meud ‘Mary was kissed by
John’ represent the same relation. So do the sesgeldohn gave this book to
Mary’, ‘This book was given by John to Mary’, ‘Toadwy was this book given by
John’, etc. This is also the case for ‘John ietahan Mary’ and ‘Mary is shorter
than John'. | shall call such variatiotranspositions They clearly preserve truth,
since they are synonymous. Thus, if in a given imean argument a relation
between particulars is represented in some wagait be transposed in any
following line, relying on the same premises. | Iskall this derivation rule
Transposition

Transposition

If sentence (i) is or contains the senteng®,, ... np) is P, where every
‘np’ is a definite singular noun phrase, then in asiipWwing line (j) the same
sentence with any transposition®fan be written. Sentence (j) relies on the
same premises as sentence (i). Its justificatiovritsen ‘T, i".

An instance of a simple use Dfansposition

1 (1) John loves Mary Premise
1 (2) Mary is loved by John T,1

Transposition preserves validity. Assume that i€ thentences on which
sentence (i) relies are true, so is sentence ificeSthe transposed part in line (j)
means the same as its parallel in line (i), ser€j)ds also true in such a case. But
sentence (j) relies on the same premises as sen{@ncSo if the sentences on
which sentence (j) relies are true, so is sentghce

I have formulated Transposition for affirmativeegication, but it can be
proved for negative predication as well. Suppose (i) contains the senten&e
that contains the sentencénp, ... np) isn't P, where every np’ is a definite
singular noun phrase. We can then write in line (§entence identical & apart for
the fact that ‘Ndipy, ... np) is P has been substituted in it fofnp,, ... np) is P.
Sentence (j) relies on the same premises as serfigrand its justification is NCE, i.
We can then write in line (k) a sentence identicalsentence (j), apart from a
substitution of (npy, ...nR) isP by some transposition of it, suppose
‘(np, ... nR) is P*. Sentence (K) relies on the same premises asrsmd (i) and (j),
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and its justification is T, j. We can now write fime (I) a sentence identical to
sentence (k), apart from a substitution of ‘(dpt...nR)isP*¥ by
‘(ng, ... nR) isn’'t P*'. Sentence () again relies on the same premsegrtence (K),
and therefore on the same premises as sentenitg jfistification is NCI, k. Sentence
(k) is also identical to sentence (i), apart fromsuéstitution of (npy, ... ng) isn't P

by its transposition. In this way any transpositiora sentence containing negative
predication with singular definite noun phraseslaimtroduced.

9.4  Universal Elimination

If something is true of everf, anda is anA, then it is true of too. HereA stands
for any general noun, aralstands for any definite singular noun phrase. Aemo
precise formulation of this rule is:

Universal Elimination

Suppose sentence (i) is governed byA' (where U is the universal
quantifier). Suppose further that sentence (jpis‘anA’. Then, in any line
(k), one can write the sentence identical to sem®tdi) apart from the fact
that in it ‘@’ has been substituted fon A’. Line (k) relies on the lines on
which lines (i) and (j) rely. Its justification igritten ‘UE, i, j'.

Formally:
(i) F(uA)
() ais anA
, (K)F(a) UE, i, ]

Constraints: UA' governs F (uA)'.

An instance of the application of UE:

1 (1) Every man is mortal Premise
2 (2) Socrates is a man Premise
1,2  (3) Socrates is mortal UE, 1,2

Another example:

1 (2) If a man owns a donkey, he vaccinates it enise

2 (2) Paul is a man Premise
3 (3) Platero is a donkey Premise
4 (4) Paul owns Platero Premise

1,2  (5) If Paul owns a donkey, he vaccinates it UE, 1,2
1,2,3 (6) If Paul owns Platero, he vaccinates it UE, 5,3
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1,2,3 (7) If Paul owns Platero, Paul vaccinates it AE, 6
1,2,3 (8) If Paul owns Platero, Paul vaccinateseifda AE, 8
1,2,3,4(9) Paul vaccinates Platero MP (PCBR)

‘MP’ abbreviates ‘Modus Ponens’.

The constraint on UE, thati /A’ governs sentence (i), namely, that sentence (i)
should not contain any sentence which containg’‘and all the anaphors of any
quantified noun phrase appearing in it, is meanute out possibilities such as the
following. Given the sentences ‘It's not the calsattevery man is a philosopher’
and ‘Plato is a man’, we should not be allowedetglace ‘every man’ with ‘Plato’.
Now the first sentence is the negation of ‘Everynnig a philosopher’, i.e., it
contains a sentence which contains ‘every man’r8fbee the derivation is barred.
Another example: from ‘If every man will die withenyear the human race will go
extinct’ and ‘George is a man’ one cannot infert thiaGeorge will die within a
year the human race will go extinct’.

This constraint on UE is the parallel of the dedhamthe predicate calculus that
the whole sentence be in the scope of the quamtifie

Validity PreservationWe prove that if to a valid argument a sentescadided
by UE, the new argument is still valid. Supposegéetences on which sentence (k)
relies are true. These include the sentences orhviddth sentences (i) and (j) rely.
So sentence (i) is true, and so is sentencedj)js ‘anA’. So according to the
substitution rule given above &6, p. 126), sinceu’ is the universal quantifier, we
can substituteu A’ by ‘a’ and get a true sentence. But this is exactlyeserd (k),
which is therefore true. So UE preserves validity.

9.5 Universal Introduction

If something is proved for a certain particulatyireg only on the fact that it is an
A, then what is proved is true for eveky

Universal Introduction

Suppose sentence (i) is the premiseis an A'. Suppose further that
sentence (j) contains a single appearancex’pfahd does not rely on any
premise which contairsapart from (i). Suppose further that if we sulogit
‘a’ by ‘u A, then that appearance af A governs sentence (j). Then in any
following line (k) one can write the sentence ideaitto (j) apart from the
fact that in it U A has been substituted foar' (k) relies on all the premises
on which (j) relies, apart from (i). Its justifidgan is written ‘Ul, j, i".

Formally:

i (i) aisA Premise

() F@



Derivation Rules and Soundness 147
—i (K)F(uA) Ul j,i

Constraints: UA' governs F (UA)’; ‘@ appears only once if='(a)’; the only
premise, if any, amongthat containsd’ is (i).

An example:
1 (1) Mary is a woman Premise
(2) Every woman is a woman ul, 1,1

Since (2) does not rely on any premise, it is arde. Similarly, every sentence of
the form ‘EveryA is anA'’ is a theorem.
Another example:

1 (1) Every man resembles every man Premise

2 (2) Johnis a man Premise
1,2 (3) John resembles every man UE, 1,2
1,2 (4) John resembles John UE, 3,2
1,2 (5) John resembles himself Al, 4

1 (6) Every man resembles himself ul, 5,2

Notice that we cannot infer from (4) that every rmasembles John, or that John
resembles every man, since ‘John’ appeamse than oncen (4). This fact is
central for the validity of Ul, as can be seenha proof below (where it is claimed
that (j) results from (k) by substitution).

Validity PreservationSuppose all the premises on which sentence [kkrare
true; we should prove that sentence (k) is truecofding to the substitution rule
given above (8.6, p. 126), this is the case if fany definite singular noun phrase
‘c’, such that € is anA' is true, if we substitutec' for ‘every A’ in sentence (k) we
get a true sentence. Suppose, for some giveic'is anA' is true. Let us substitute
any appearance o&"in lines (1) to (k-1) in the argument by thig.* Since all
derivation rules rely only on sameness of defimitggyular noun phrases and not on
the specific definite singular noun phrase used, algument generated by this
substitution is still valid up to its (k-1) line.dW after the substitution sentence (i)
is ‘c is anA’, which is true according to our assumption. Maem all sentences
apart from sentence (i) on which sentence (j) seligdd not containd, and
therefore remain true after this substitution. $@@ntences on which sentence (j)
relies are true, and it is true too. But senteljicis the result of substituting ‘every
A’ in sentence (k) byc, and (k) is therefore true as a result of suculastitution.
And this is the case for ang' for which ‘c is anA'’ is true. So sentence (k) is true
and Ul preserves validity.

If we used the null quantifier as well, ‘no’ in @ish, we should have an
introduction rule for it too, similar to that fone universal quantifier, but with the
following (italicized) additions:
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Null-quantifier Introduction

Suppose sentence (i) is the premiseis an A’. Suppose further that
sentence (j) contains a single appearanceapfdoes not rely on any
premise which containg" apart from (i), and that if we substitute’ ‘by
‘q A then that appearance off A governs sentence (jBuppose further
sentence (j) is of the form ‘(pp.. nR) isn't P’ where every ‘npis a definite
noun phrase.Then in any following line (k) one can write thensence
identical to (j) apart from the fact that in ij A, where g is the null
guantifier, has been substituted far, ‘and ‘is’ has been substituted for
‘isn't’. (k) relies on all the premises on which (j) reli@part from (i). Its
justification is written ‘Null-1, j, i".

We shall give below an example for the applicatibthis rule.

9.6 Particular Introduction
If John is tall, and he is a man, then some menadire

Particular Introduction

Suppose sentence (i) contains the singular defimiten phrasea’, and that
if we substitute A’ for ‘@' then this appearance af A’ governs sentence
(i). Suppose further that sentence (j) asis anA’. Then in any following
line (k) one can write the sentence identical Yafiart from the fact that in
it ‘p A (where P’ is the particular quantifier) has been substiduter ‘a’.
Line (k) relies on the lines on which lines (i) afidrely. Its justification is
written ‘Pl, i, j".

Formally:

() F(®
() aisA
, (KF@EA  PLIj

Constraints: pA governs F (pA)'.

An example:
1 (1) Wisdom is rare Premise
2 (2) Wisdom is a virtue Premise

1,2 (3) Some virtues are rare PI, 1,2
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The constraint, that sentence (i) contain no seetevhich containsa’ and all
its anaphors, is needed to block inferences likeotfie from ‘It's not the case that
John is tall’ and ‘John is a man’ to ‘It's not thase that some men are tall’. It still
leaves possible the following inference, though:

1 (1) It's not the case that Johnistall  Premise

2 (2)Johnis a man Premise
1 (3)Johnisn't tall NCI, 1
1,2 (4) Some men aren't tall PI, 3,2

By contrast to ‘everyA’ in Universal Introduction, ‘someé\ in Particular
Introduction need not be substituted for trdy appearance of’ in sentence (i).
The fact that this constraint is not necessary &denclear in the validity-
preservation proof below. In this way proofs like following one are possible:

1 (1) Every man likes himself Premise
2 (2)Johnis a man Premise
1,2 (3) John likes himself UE, 1,2
1,2 (4) John likes John AE, 3
1,2 (5) John likes some men Pl, 4,2

Alternatively, we could prove in line (5) the semte ‘Some men like John'.

Validity Preservation Suppose the sentences on which sentence (k3 iaiee
true. These include the sentences on which sergdijcand (j) rely, and therefore
both are true. Now the first appearancepd\” in (k) governs (k). Thus, according
to the substitution rule given above§®, p. 126), sentence (k) is true if there is a
definite singular noun phrase’,' such that ¢ is anA’ is true, and if we substitute
the mentioned appearance pfA in sentence (k) byc’ we get a true sentence. But
since sentences (i) and (j) are trug,is such a definite singular noun phrase. So
sentence (K) is true, and PI preserves validity.

9.7 Referential Import

Suppose that from the fact that which is anA, has a certain property, we can
prove, without relying on any other fact abat some general fact, not true
specifically ofa. Then, since we relied only on the fact thas anA, what was
really significant for our proof is that sorde no matter which, has that property.
And what we have proved follows also from the filiett someA, a fortiori every
A, has that property.

Referential Import
Suppose sentence (i), which does not rely on seese) or (k) and does
not contain &, contains the noun phrasg A, where T is either the
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particular or the universal quantifier, which gaweiit. Suppose further that
sentence (j) is the premisais anA’, and sentence (k) the premise which is
identical to sentence (i) apart for the fact thatifas been substituted for
‘q A. Now suppose that sentence (l) does not cordgaignd does not rely
on any sentence which contaiasapart from (j) and (k). Then in line (m)
sentence (I) can be rewritten, relying on whatesemtences sentences (i)
and (I) rely, apart from (j) and (k). Its justifiman is written ‘RI, i, j, k, I'.

Formally:
() F(aA)
j () aisA Premise
k K F(@ Premise
hy
, —j=-k (m) Y Rl i, j, k|

Constrains: (i) does not rely on (j) or (k); (i)etonot containd’; (I) does
not contain &’; the only premises, if any, amongthat contain&’ are (j)

and (k).
An example:
1 (1) Some Athenians are philosophers Premise
2 (2) All philosophers are wise Premise
3 (3) Plato is an Athenian Premise
4 (4) Plato is a philosopher Premise
2,4 (5) Plato is wise UE, 2,4
2,3,4 (6) Some Athenians are wise PI, 5,3
1,2 (7) Some Athenians are wise RI, 1,3,4,6

As will be seen from the proofs below, the validireservation of Referential
Import relies on the fact that the use @fA presupposes reference At (this is
the source of its name), namely that some senteite form tis A’ is true. It is
therefore valid all quantifiers. In the first edii of this book, | limited this rule to
the particular quantifier, and calledBkistential Elimination | then had to add a
derivation rule, which kthere called Referential Import expressing the fact that
universally quantified noun phrases also presuppe$erence, when used as
logically subject terms. After the book had beerblghed, Lanzet made the
important observation that the Particular Elimiaatrule could be generalized so
that it applies to the universal quantifier as w€lis enabled the elimination of the
Referential Import derivation rule of the first 8dn from the system. Apart from
the obvious simplification, this change also introeéls more systematicity and
eliminates a degree afl hocisnmfrom the system.
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As may have been noticed, | talk ofederentialimport of the use of ‘every’,
and not of arexistentialimport of such a use, as is often done. That tabige the
uses of common nouns that we consider presuppdgeeiarence, not existence.
For instance, two people can agree that most oGtleek heroes mentioned in the
lliad did not return home, while disagreeing as to wisethese heroes are real or
fictional characters. Their use of ‘most of the €éeroes mentioned in thiead’
presupposes reference, not existence. Accordirmly,derivation rules have to
establish that when we talk of evekywe referto A’s, and not thaf\’'s exist. (See
more on reference to fictional characters and enpresupposition of reference
versus that of existence on page 43 above and®rbiere.)

Let us consider another example:

1 (1) John loves every woman  Premise

2 (2) Mary is a woman Premise

3 (3) John loves Mary Premise
2,3 (4) John loves some women Pl, 3,2

1 (5) John loves some women  RI, 1,3,2,4

We see that the universal quantifier entails théiqdar quantifier, so to say. More
accurately, suppose senterfecontains an appearance afA" which governsS,
Then the sentenc8,, in which that appearance af A has been substituted by
‘p A follows from S;. The proof is a generalization of the proof juseg.

Similarly:

1 (1) Peteris a man Premise
(2) Every man is a man u,Li1,1
1 (3) Some men are men PlI,1,1
(4) Some men are men RI,2,1,1,3

(4) is another theorem of the system developed, lasres any sentence of the form
‘Some A's are A’'s’. Notice that for (4), as well as for (2), thanfiliar questions
arise, should they be considered true, or perhagispt false, in case there are no
A's? Or perhaps there is no general answer, but theth-value changes with
context? Or perhaps it is even misguided to trgetermine a truth-value in such
cases? These questions parallel the same questiotteeorems of the predicate
calculus of the form, e.g., ‘(Every(Px or notPx)’, when applied to an empty
domain. These questions are thus not particulanytesystem. | shall not address
them here. A three-valued semantics for a formatesy built on the principles
developed in this work, which takes such sentetmdack a truth-value in case of
reference failure, was developed in (Lanzet 2006).

Validity Preservation Suppose the sentences on which sentence (m$ eeke
true. In that case, all sentences on which sent@hcadies are true, and sentence (i)
is true too. If sentences (j) and (k) were truesnttall the sentences on which
sentence (l) relies were true, and it were true &ince sentence (i) is true, then
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according to the substitution rule given above.& p. 126), there is @' 'so that
‘cis anA' is true, and if we substitute the governing appaee of A by ‘c’in

(i), we get a true sentence. Let us substitatéby ‘C’ in our argument. Since all
derivation rules rely only on sameness of defimitggular noun phrases and not on
the specific definite noun phrase used, the arguoneno line (m-1) remains valid.
Now since € is anA’ is true, premise (j) is now true. Moreover, sirleedid not
appear in (i), (i) remained unchanged after thessuiion, and it is still true. But
(k) is now the result of substituting’ for the governing appearance of A in (i),
and is therefore true. And since (j) and (k) aes d¢hly premises containing’‘on
which sentence (l) relies, all other premises oickvil) relies remain true after the
substitution. So sentence (l) relies only on treenpses, and so sentence (), that is,
sentence (m), is true, and RI preserves validity.

Referential Import was the last derivation rulemf system, and it was proved,
as were all other rules, to preserve validity. tidion, a one-line argument is
always valid, since its only line is a premise. é&e thus proved by induction that
any argument is valid, and that my system is sound.



Chapter 10

Applications I: Aristotelian Logic

Having given the rules of my system, | now proctedpply it to natural language.
| first show that all the formal logical relatiorscognized by Aristotelian logic and
expressible in my system are derivable by meatisesk rules.

10.1 The Square of Opposition

Aristotelian logic occupied itself almost excludivewith the logical relations
between sentences of the form ‘Ev&is/isn’t aP’ and ‘SomeSs are/aren't’s’.
The inferences constructed out of these sentenees divided into three groups:
the Square of Opposition, immediate inferences, sylldgisms. In this and the
following two sections | shall show how all thesderences are derivable within
my system.

| start with the Square of Opposition. It consistsinferences with a single
premise and a conclusion that has the same sufmjelcpredicate as the premise.
The Square of Opposition includes the followinglsigical relations:

1. ‘Every Sis aP’ entails ‘SomeSs areP'’s’.

2. ‘Every Sisn't aP’ entails ‘SomeSs aren’'tP’s’.

3. ‘Every Sis aP’ and ‘SomeSs aren'tP’s’ are contradictory.

4. ‘Every Sisn’'t aP’ and ‘SomeSs areP’s’ are contradictory.

5. ‘Every Sis aP’ is contrary to ‘EveryS isn't a P’ (both cannot be true
together).

6. ‘'SomeSs areP’s’ is sub-contrary to ‘Som8&s aren'tP’s’ (both cannot be
false together).

We saw in sectio®.7 how (1) and (2) are proved by applying Reféa¢inport
and Particular Introduction. Let us prove (3):

Error! Reference source not found. cliii

1 In my presentation of Aristotelian logic | rely img on Bergmann (1975) and Strawson
(1952).
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1 (1) EverySis aP Premise

2 (2) SomeSs aren'tP’s Premise
3 (3)aisanS Premise
4 (4)aisn'taP Premise
4 (5) It's not the case thatis aP NCE, 4
1,3 (6)ais aP UE, 1,3

3,4 (7) It's not the case that eve3ys aP NI (PCDR), 1,5,6
2 (8) It's not the case that eveBys aP RI, 2,3,4,7

(‘NI' abbreviates ‘Negation Introduction’.) Sinc&omeSs aren’tP’s’ entails the
negation of ‘EverySis aP’, it follows by the rules of the propositional calus
that ‘EverySis aP’ also entails the negation of ‘Sorf®s aren’'tP’s’. We should
now prove that the negation of ‘EveBjis aP’ entails ‘SomeSs aren'tP’s’. To
save space, | shall write ‘Ngb)( for ‘It's not the case that'.

1 (1) Not (evensis aP) Premise

2 (2) Not (somés aren’'tP’s) Premise

3 (3) aisanS Premise

4 (4) aisn'taP Premise

3,4 (5) Somes aren’tP’s Pl, 4,3

2,3(6) Notéisn'taP) NI (PCDR), 5,2,4
2,3(7) Not (Notdis aP)) NCE, 6

23(8) aisaP NE (PCDR), 7

2 (99 EvensSisaP ul, 8,3

1 (10) Not (Not(som&s aren’'tP’'s)) NI (PCDR), 9,1,2
1 (11) SomeSs aren'tP's NE (PCDR), 10

(‘NE’ abbreviates ‘Negation Elimination’.) Againinge the negation of ‘Evergis

a P’ entails ‘SomeSs aren't P's’, it follows by the rules of the propositional
calculus that the negation of ‘Sois aren’'tP’s’ entails ‘EverySis aP’. So (3) is
proved. (4) is established by similar proofs.

Since ‘EverySis a P’ entails ‘SomeSs are P's’ (by 1), which entails the
negation of ‘EveryS isn't aP’ (by 4), and since the same is true, with suitable
modifications, in the opposite direction, (5) is@akstablished.

Lastly, let us prove (6) above, namely, that ‘SdBigareP's’ and ‘SomeSs
aren’'t P’'s’ are sub-contraries. That is proved since thgatien of ‘SomeSs are
P’s’ entails ‘EverySisn’'t aP’ (by 4), and the latter entails ‘Son&s aren’tP’s’

(by 2), and similarly in the other direction.

We have thus proved all the logical relations toé tAristotelian Square of
Opposition. By contrast, on every acceptable tediwsl of the Square’s sentences
into the predicate calculus, some of its relatimma out invalid. Now the Square of
Opposition is intuitively valid, as its universatcgptance by logicians from the
time of Aristotle until the twentieth century att®sThus, this greater success of my
system demonstrates its superiority over the pagelicalculus in capturing the



Applications I: Aristotelian Logic 155

logic of natural language. The same is demonstrayethe greater success of my
system compared with the predicate calculus inbéstang the validity of

immediate inferences and syllogisms, which shallpgoeved in the next two

sections.

In the previous chapter | noted that if we desive deductive system to be
closer to idiomatic English, as well as to someeotlanguages, we should
introduce derivation rules for the null quantifiehave also formulated these rules
there. | shall now give an example of their usd. us prove that ‘Evergis aP’
and ‘NoSis aP’ are contraries:

1 (1) NoSisaP Premise

2 (2) EvensSisaP Premise

3 (3 aisanS Premise

4 (4) aisaP Premise

1,3(5) aisntaP Null-quantifier Elimination, 1,3
1,3(6) NotéisaP) NCE, 5

3,4(7)  Not (NcSis aP) NI (PCDR), 4,6,1

2 (8) Not(NoSis aP) RI, 2,3,4,7

Although in this fashion we can make our systense&ldo idiomatic English and
some other languages, | shall continue to use b#euniversal quantifier with
negative predication instead of the null quantiVigth affirmative predication. As |
explained in section 9.1, deductive simplicity, ajexz comparability with the
predicate calculus and less commitment to spekifiguages are achieved in this
way.

10.2 Immediate Inferences

Aristotelian logic classified as immediate infereadhose inferences that have a
single premise and in which the subject or the ipeed of the conclusion are
different from those of the premise. Four kindsiwmimediate inferences were
recognized: conversion, obversion, contrapositiuhiaversion.

The last three kinds—obversion, contraposition @meersion—involve as
subject or predicate of the conclusion the negatibrither the subject or the
predicate of the premise. For instance, one wapaagully able to infer from the
premise ‘Every man is mortal’ the conclusion ‘Eveign-mortal is non-man’. But
the very coherence of negated concepts such asmaon is dubious, especially
when they are supposed to be used referentiallgy Beem to be the logician’s
invention, corresponding to nothing in natural laage. Moreover, Smiley (1967,
118) has shown that allowing them might lead frontriee premise to a false
conclusion. For these reasons | did not discusdatjie of negated terms in this
book. Inferences of these kinds will therefore lb@tconsidered here.
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Conversion, by contrast, contained the followihgee inferences (cf. Aristotle,
Prior Analytics Book I, Chapter 2):

1. ‘Every Aisn’'t aB’ entails ‘EveryB isn't anA'.
2. ‘EveryAis aB' entails ‘SomeB'’s areA’s’.
3. ‘SomeA’s areB'’s’ entails ‘SomeB’s areA’s’.

The last two inferences can be deduced from tlsetfigether with the laws of the
Square of Opposition (Bergmann, 1975, 282-3). lldharefore prove only the
first conversion.

1 (1) EveryAisn'taB Premise

2 (2)aisaB Premise

3 (3)aisanA Premise
1,3(4)aisn'taB UE, 1,3

1,3 (5) Nota is aB) NCE, 4

1,2 (6) Not & is anA) NI (PCDR), 2,5,3
1,2 (7)aisn’'t anA NCI, 6

1 (8) EveryBisn'tanA ul, 7,2

All conversions are therefore provable by mearthefystem developed above.

Conversions presuppose that the concept whichaapmes a predicate in the
premise—B' in our formulations above—can also be used aseferning
expression: that is how it is used in the conchsid his is not always the case, as |
have tried to show above 83). For instance, from ‘Some people are tall' one
cannot infer neither ‘Some tall are people’ norrigotall things are people’. The
first sentence is not even grammatical; and theepin'tall’ is attributive, and so it
cannot be used without an appropriate additionfdriieg concept to refer to
particulars (a tall man may not be a tall baskétpklyer, for instance), as it is
supposed to be used in the second sentence. Newlgetivation rules presented in
the previous chapter do not distinguish betweercepis that can be used both as
predicates and as referring expressions and candbpt can be used only as
predicates. Formal logic presupposes that the segdgeit manipulates make sense
semantically. The avoidance of conclusions whick areaningless—not simply
falsel—is partly left to non-formal considerations.

10.3 Syllogisms

Syllogisms are inferences with two premises, inchitthe subject of the conclusion

is either the subject or the predicate of one ef ghemises, the predicate of the
conclusion is either the subject or predicate efdther premise, and both premises
contain one more concept, the middle term, as reitee subject or predicate of

each. Syllogisms were traditionally divided intoufogroups, fourfigures each
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containing several valid inferences. It was shohatt @ll valid syllogisms of the
second, third and fourth figures are derivablem®ans of the rules of the Square
of Opposition and conversions, from the valid syimns of the first figure (direct
reductions), and that all these are further rededily the same means together with
equivalencies of the propositional calculus to fite syllogism of the first figure,
namely to:

EverySis anM
EveryM is aP
\ EverySis aP 2

Accordingly, to show that all valid syllogisms aderivable within my system, it
would suffice to show that this one, traditionadiglled Barbara, is so derivable.
This is done as follows:

1 (1) EverySis anM Premise
2 (2) EveryM is aP Premise

3 (3)ais anS Premise
1,3 (4aisanM UE, 1,3
1,2,3 (5)ais aP UE, 2,4
1,2 (6) EvenSis aP ul, 5,3

Although for the reasons just mentioned, the pafdBarbarais sufficient for
my aims, | shall also prove the other three valtlogisms of the first figure
mentioned by Aristotle Rrior Analytics Book I, Chapter 4), namely, Celarent,
Darii and Ferio. Firstly, Celarent:

1 (1) EverySis anM Premise
2 (2) EveryM isn'taP Premise

3 (3)ais ans Premise
1,3 4aisan M UE, 1,3
1,2,3 (5aisn'taP UE, 2,4

1,2 (6) EvenSisn't aP ul, 5,3

Secondly, Darii:

1 (1) SomeSs areM’s  Premise
2 (2) EveryM is aP Premise
Error! Reference source not found. clvii

2 See Strawson, 1952, pp. 158-63.
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3 (3)ais anS Premise
4 (4)ais anM Premise
24 (BaisaP UE, 2,4

2,34 (6) Som&sareP's PI, 5,3
1,2 (7) Som&sareP’'s RI, 1,3,4,6

Lastly, Ferio:

1 (1) SomeSs areM’'s  Premise
2 (2) EveryM isn'taP~ Premise
3 (3)ais ans Premise
4 (4)ais anM Premise
24 (Baisn'taP UE, 2,4

2,3,4 (6) Som&s aren'tP's PI, 5,3
1,2 (7) Some&s aren'tP’s RI, 1,3,4,6

This concludes what | set out to prove in thisptes i.e., that all formal logical
relations recognized by Aristotelian logic and egmible by my system are
provable in it. As | said above, | think this sussesupports my claim that my
logical system, and the semantic analysis on witids grounded, express the
semantic and logic of natural language more acelyrdhan does the predicate
calculus.
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Applications Il: Beyond
Aristotelian Logic

I now proceed to apply my system to logical relaiavhich were not considered
by canonical Aristotelian logic. These will includegical relations between
multiply quantified sentences; logical relationgvien propositional combinations
of quantified sentences; and some logical relatioetsveen relations. | shall also
consider how identity should be incorporated intogystem. | precede these topics
by a generalization of Transposition.

11.1 Generalization of Transposition

Transposition was formulated above for predicatéh wingular definite noun
phrases as arguments. It can be generalized, howevany predicate one of
whose arguments is a quantified noun phrase dbtime ‘everyA’ or ‘someA’, the
other arguments being definite singular noun plerase

Instead of proving the generalized form of Trars$gan for any predicate,
which would require using complex symbols and iadijcl shall prove it on two
examples, one with universal quantification and tbher with particular
quantification. The generalization of this proofatoy predicate is straightforward.

Firstly, universal quantification:

1 (1) John gave the syllabus to every student emize

2 (2) Peter is student Premise
1,2 (3) John gave the syllabus to Peter UE, 1
1,2 (4) The syllabus was given to Peter by John T,3

1 (5) The syllabus was given to every student lynJo Ul 4,2

Secondly, the particular quantifier, ‘some’:

1 (1) John gave the syllabus to some students emiBe

2 (2) Peter is student Premise
3 (3) John gave the syllabus to Peter Premise
3 (4) The syllabus was given to Peter by John 3T,

2,3 (5) The syllabus was given to some studentibp Pl, 4,2
1 (6) The syllabus was given to some students by Jo RI, 1,2,3,5
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Although | could have formulated Transpositiorb&gin with in its generalized
form, explaining why it preserves validity, | choset to do that. There is an
obvious logical advantage in minimizing one’s piphes, showing how all other
necessary rules are derivable from them.

One of the cases to which the generalized formrahsposition proved above
can be applied is that in which the only quantifiremlin phrase in a sentence is
preceded by more than a single definite singulannnphrase. The possible
transpositions in that case include those in wttiehdefinite singular noun phrases
preceding the quantified noun phrase are transpiosady possible manner, while
the order of the quantified noun phrase and allhnplorases following it remains
unchanged. | shall now use this result to prove fba any predicate, if its
quantified noun phrases are preceded by more tlsimgée definite singular noun
phrase, these definite singular noun phrases catralpsposed in any possible
manner, leaving the order of all other noun phrasehanged. This result will be
used below. | shall prove it by induction on thentwer of quantified noun phrases
in the sentence.

We have already proved the result for the casa efngle quantified noun
phrase. Suppose now that the claim is true forpmeglicate containing quantified
noun phrases among its subjects, and let us ptéeeri+1.

Suppose senten&is ‘npy, ... N, isfisn’t P, and that it containg+1 quantified
noun phrases, and let us prove the claim for ippBee the first quantified noun
phrase irSis of the form ‘evenA’. We can then writed is anA’ as a premise (where
‘a’ does not appear i8), and then substitute in the next ligéfor ‘every A’ in Sby
means of UE. We can then, according to our indecsivpposition, transpose the
definite singular noun phrases precediagin any way we wish. Finally, we can
substitute ‘evenA’ for ‘a’ in the transposed sentence, relying on Ul. This/gs the
claim for the case considered here. A proof simitathe one for ‘some’ in our
generalization of Transposition will apply in cake first quantified noun phrase
is of the form ‘some\’. This completes the inductive proof.

11.2 Multiply Quantified Sentences

In this section | prove some relations between iplyltquantified sentences. |
chose some central cases in order to demonstmaggotiier of my system and how
it is applied.

| first show that the order of two universally gtiied noun phrases, as well as
the order of two particularly quantified noun plesswhich are the subjects of a
two-place predicate, can be changed. Firstly, thieeusal quantifier:

1 (1) Every man loves every woman Premise
2 (2) John is a man Premise
3 (3) Mary is a woman Premise
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1,2 (4) John loves every woman UE, 1,2
1,2,3 (5) John loves Mary UE, 4,3
1,2,3 (6) Mary is loved by John T,5

1,3 (7) Mary is loved by every man ul, 6,2

1 (8) Every woman is loved by every man ul, 7,3

Secondly, the particular quantifier:

1 (1) Some men love some women Premise
2 (2) John is a man Premise

3 (3) John loves some women Premise
4 (4) Mary is a woman Premise

5 (5) John loves Mary Premise

5 (6) Mary is loved by John T,5

2,5 (7) Mary is loved by some men Pl, 6,2
2,45 (8) Some women are loved by some men Pl, 7,4
2,3 (9) Some women are loved by some men RI534,
1 (10) Some women are loved by some men RI, 52,3,

These two proofs ani@sufficient to prove the counterpart in this systeithe
laws of the predicate calculus, that the sentefit&syF(x,y)’ and “ y" XF(x,y)’
are equivalent, as well as the senten@&®$yF(x,y)' and ‘$x$yF(xy)’. This is
because in the predicate calculus, the two quargiftan be followed by other
guantifiers, while for my use of Transposition imetproofs above it was necessary
that the sentence does not contain any additiaetified noun phrase. However,
in the previous section | generalized Transpositmicases where any number of
guantified noun phrases is preceded by definitgudam noun phrases that are to be
transposed. In this way the possibility to trangpom any predication, two
universally or two particularly quantified noun pbes that are not preceded by
other quantified noun phrases can be generallygato@ne should simply use the
generalized form of Transposition in the sixth lofeeach of the above proofs.

I now proceed to prove that if a two-place pretdidzas the particular quantifier
as the quantifier of its first argument and thevarsal one as that of its second
argument, then their order can be transposed.

1 (1) Some women are loved by every man Premise
2 (2) Jane is a woman Premise
3 (3) Jane is loved by every man Premise
4 (4) Peter is a man Premise
3,4 (5) Janeis loved by Peter UE, 3,4
3,4 (6) Peter loves Jane T,5
2,3,4 (7) Peter loves some women Pl, 6,2
2,3 (8) Every man loves some women ul, 7,4

1 (9) Every man loves some women RI, 1,2,3,8



162 Logic & Natural Language

Considerations paralleling those given above ferdhase of two universally or two
particularly quantified noun phrases enable thesgdization of this proof to any
predicate with any number of quantified noun phsasits arguments: If ‘sonde

is followed by ‘everyB’ as arguments of a predicate, without any quatdifioun
phrase coming between them or preceding them,cieye transposed.

This proof does not work the other way around, irecase the first subject is
universally quantified while the second one is ipatarly quantified. The reason is
that for the application of Referential Import, tgantified noun phrase should not
be preceded by any other quantified noun phradeud see that in detail:

1 (1) Every man loves some women Premise
2 (2) Jane is a woman Premise
3 (3) Every man loves Jane Premise
4 (4) Peter is a man Premise
3,4 (5) Peter loves Jane UE, 3,4
3,4 (6) Jane is loved by Peter T,5

3 (7) Jane is loved by every man ul, 6,4

2,3 (8) Some women are loved by every man PI, 7,2

But now we cannot make (8) rely on (1) instead2)fand (3), since ‘some women’
is not the first quantified noun phrase in (1). {8)Xrue because (3) is true for a
particular woman, but (1) need not be true for garticular woman. This
demonstrates again the necessity for the soundf@esg system of the condition in
RI, that g A should not be preceded by any other quantifieghnohrase.

My proofs in this section concerned various caskgransposition of two
guantified noun phrases that are arguments of ahee Predicate. This is not the
exact parallel of changing quantifier order in finedicate calculus: in the predicate
calculus not only a single predicate, but any seigkfunction, can be in the scope
of the quantifiers. But this general possibilityshao exact parallel in natural
language. In natural language, if the two quarmtifieun phrases are not arguments
of the same predicate, then changing their ordethén sentence will involve
changing the order in the sentence of the predicatevhich they are arguments.
And the possibility of the latter change of ordepednds on equivalencies of the
propositional calculus (e.g.p& g and ‘q& p’) and on the capability of natural
language to express the same propositional fornmildsferent ways (e.g., ‘Ip, g’
and qif p’). There is thus in this case no general probléat belongs to the
theory of quantification. | shall, however, demoatt in the next section the
possibility of some changes of order of quantifiexin phrases in propositional
combinations of predications.
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11.3 Predicate- and Sentence-Connectives

In section8.5 we saw that natural language, perhaps in dodavoid ambiguities,
prefers in many cases the use of connected predicatr the use of anaphora. For
instance, we say ‘Some men dafl and handsomnigif we want to attribute two
properties to a number of men. We cannot, apparesdly the same thing by the
use of anaphora: in the sentence ‘Some men areatallthey are also handsome’
the pronoun ‘they’ is not an anaphor of the quadihoun phrase ‘some men’, but
an E-type pronoun. The second conjunct presuppibsesruth of the first, and
‘they’ is used to denote all men who are tall.

For that reason, a deductive system that attemaptEnalyze the entailment
relations between sentences of natural languagetdasonsider the relations
between predicate-connectives and sentence-comegcitiVe should be able, for
instance, to derive ‘John is tall and John is fiain ‘John is tall and fat’, andice
versa | shall make a few steps in that direction irsteéction. The rules | shall
formulate below resemble the substitution rulesstemtence- and copula-negation,
itself a rule relating a sentence-connective tcaamer of predication.

First, predicate conjunction. | call these ruleSl Rnd PCE, forPredicate
Conjunction IntroductiorandPredicate Conjunction Elimination

PCI. Suppose sentence (i) is or contains the sententseA anda is B'.
Then in any following line (j) the sentence idealito sentence (i), but witka'
is A andB’ substituted forais A anda is B', can be written. Sentence (j) relies

PCE Suppose sentence (i) is or contains the sentarisé andB’. Then in
any following line (j) the sentence identical tot&nce (i), but witha is A and

a is B’ substituted fora is A andB’, can be written. Sentence (j) relies on the
same premises as sentence (i), and its justificadioritten ‘PCE, i'.

Secondly, predicate disjunction. | shall call thedes PDI and PDE.

PDI. Suppose sentence (i) is or contains the senterisé orais B'. Then

in any following line (j) the sentence identicalgentence (i), but witta'is A

or B’ substituted for&is A orais B, can be written. Sentence (j) relies on the
same premises as sentence (i), and its justific&iaritten ‘PDI, 1.

PDE. Suppose sentence (i) is or contains the senteriséA or B'. Then in
any following line (j) the sentence identical totgnce (i), but withd is A or

a is B’ substituted for & is A or B', can be written. Sentence (j) relies on the
same premises as sentence (i), and its justific&iaritten ‘PDE, 1.

An example with predicates disjunction:
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1 (1) EveryA is eitherB orC Premise

2 (2) SomeA’s aren’'tB’s Premise

3 (3) John isn'B Premise

4 (4) John is aA Premise

1,4 (5) John s eithéd or C UE, 1,4

1,4 (6) John i8 or John iC PDE, 5

3 (7) It's not the case that JohrBis NCE, 3

1,3,4 (8)Johni€ DS (PCDR), 6,7
1,3,4 (9) Somé\'s areC's Pl, 8,4

1,2 (10) Somé\'s areC's RI, 2,4,3,9

‘DS’ stands for Disjunctive Syllogism.
An example with predicates conjunction:

1 (1) Some men are Greek and mortal Premise

2 (2) Socrates is a man Premise

3 (3) Socrates is Greek and mortal Premise

3 (4) Socrates is Greek and Socrates is mortal , BCE

3 (5) Socrates is mortal &E (PCDR), 4

2,3 (6) Some men are mortal Pl, 5,2

1 (7) Some men are mortal RI, 1,2,3,6
Another example:

1 (1) Not(Some men areandB) Premise

2 (2) Some men ark Premise

3 (3) Socrates is a man Premise

4 (4) Socrates i& Premise

5 (5) Socrates iB Premise

4,5 (6) Socrates is and Socrates B &l (PCDR), 4,5

45 (7) Socrates & andB PCI, 6

3,4,5 (8) Some men afeandB PI1, 3,7

1,3,4 (9) Not(Socrates B) NI (PCDR), 5,1,8

1,34 (10) Socrates isr& NCI, 9

1,3,4 (11) Some men areist Pl, 10,3

1,2 (12) Some men areiBt RI, 2,3,4,11
One last example:

1 (1) John is tall and he is also handsome Peemis

2 (2) John is a man Premise

1 (3) John is tall and handsome PCI, 1

1,2  (4) Some men are tall and handsome PI, 3,2
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We needed to change the sentence conjunction imtipredicate conjunction in
(3) in order to introduce the particular quantifisince it cannot bind an anaphor
across sentence conjunction.

We introduced the rules for conjunction and disfion of predicates for one-
place predicates, but they can be generalized toysplace predicates as well.
Mary kissed John and (or) Mary hugged John, if anly if Mary kissed and (or)
hugged John. Again, these rules apply only ifta houn phrases in the argument
places of then-place predicate are singular referring expressi@fs cannot infer
from ‘Mary kissed some men’ and ‘Mary hugged sonenhto ‘Mary kissed and
hugged some men’: these may not be the same nmaitai$j, we cannot infer from
‘Mary kissed John or Peter’ and ‘Mary hugged JohReter’ to ‘Marry kissed and
hugged John or Peter: she may have kissed thendérugged the other. | shall
not bring here, however, examples of inferencesoluing conjunction or
disjunction of many-place predicates.

In some cases anaphora across sentence-conneaxtives$ course be used. For
such cases, the derivation rules brought in theqaliag sections should suffice, in
case they do not involve predicate connectives. €&@aenple with anaphoric noun
phrases and implication was brought above, on dade | shall give here two
other examples, demonstrating the possibility aingfing the order of quantified
noun phrases in such sentences.

1 (1) If aman is a vet and a donkey passes byabenates it Premise
2 (2) John is a man Premise
3 (3) Platero is a donkey Premise
1,2 (4) If John is a vet and a donkey passeséyahcinates it UE, 1,2
1,2,3 (5) If John is a vet and Platero passesdyalcinates it UE, 4,3

1,2,3 (6) Platero is vaccinated by John, if hewetaand it passes by T,5

1,3 (7) Platero is vaccinated by any man, if he v&t and it passes by Ul, 6,2

1 (8) Any donkey is vaccinated by any man, ifda vet and it passes by
ulL, 7,3

Second example:

1 (1) Some philosophers are admired by any mdrg dppreciates philosophy

Premise
2 (2) Plato is admired by any man, if he appresigthilosophy Premise
3 (3) Plato is a philosopher Premise
4 (4) John is a man Premise

2,4  (5) Plato is admired by John, if he appresiatgilosophy UE, 2,4
2,4 (6) If John appreciates philosophy, then haiees Plato T,5
2,3,4 (7) If John appreciates philosophy, thendreiees some philosophers
PI, 6,3
2,3 (8) If a man appreciates philosophy, thendmiges some philosophers
ul, 7,4
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1 (9) If a man appreciates philosophy, then heigdnsome philosophers
RI, 1,2,3,8

In both arguments | tacitly relied—in line (6) imth cases—on the synonymy in
natural language, where no quantification is inedlvof sentences of the form fif
thenqg’ and ‘q, if p’.

The next argument | shall consider in this secisaime following:

Every philosopher is a human-being; hence, everyha philosopher is a
hat of a human-being.

This argument is interesting not so much becauseaibout philosophers’ hats, but
because already De Morgan has shown (1847, p.tha#jt is not reducible to the
Aristotelian syllogism. We should see whether oystam fares any better.
However, since we did not discuss the logic of nalauses such as ‘hat of a
philosopher'—nouns with defining clauses that contuantified noun phrases—I
shall have to paraphrase the conclusion in orderdee it' The paraphrase | shall
prove is ‘If a hat belongs to a philosopher, itdvgs to a human being’. This
conditional sentence is not perfectly synonymoushwihe categorical it

paraphrases, though, since only the latter presggpoeference to philosophers’
hats.

1 (1) Every philosopher is a human-being. Premise
2 (2) This is a hat Premise
3 (3) This belongs to a philosopher Premise
4 (4) This belongs to Plato Premise
5 (5) Plato is a philosopher Premise
1,5 (6) Plato is a human-being UE, 1,5
1,4,5 (7) This belongs to a human-being Pl, 4,6
1,3  (8) This belongs to a human being RI, 374,5
1 (9) If this belongs to a philosopher, it belongs human being
| (PCDR), 3,8
1 (10) If a hat belongs to a philosopher, it bgwto a human being
ul, 9,2
Error! Reference source not found. clxvi

! As was mentioned above, Lanzet included such idgficlauses in his formal system; see
(Lanzet, 2006). And of course the predicate cakhlas also to paraphrase such predicates in
order to translate them.
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The method of paraphrase utilized while dealintpwhis argument is generally
applicable when a premise or conclusion contaim®an phrase with a defining
relative clause, itself containing a quantified stomction. Consider, for instance,
the following argument:

EveryA which is aB is aC
SomeA’s areB’s orC's
\ SomeA’s areC'’s

To prove this argument we should paraphrase tle giemise by ‘If arA is aB
then itis aC’

1 (1) IfanAis aB then itis aC Premise

2 (2) SomeA’'s areB's orC's Premise

3 (3)ais anA Premise

4 (4)aisaBoraC Premise
1,3 (5)IfaisaBthenitis &C UE, 1,3

4 (6)aisaBorais aC PDE, 4
1,3,4 (7)aisaC PCDR, 5,6
1,3,4 (8) Somé\'s areC's PI, 7,3

1,2 (9) Somé\'s areC's RI, 2,3,4,8

11.4 The Logic of Relations

| shall now use my system to prove a few logickdtiens between relations. These
examples are needed in order to show how my systemld be applied to such
cases. These examples also demonstrate the systeduistive power.

First, let us prove that an asymmetric relatiomreflexive. | shall prove it for a
specific asymmetric relatioojder than

1 (2) If any man is older than any other man, ttiensecond man isn't older
than the first Premise

2 (2) John is a man Premise

1,2 (3) If John is older than any other man, tthensecond man isn't older than
John UE, 1,2

1,2 (4) If John is older than John, then Johrtislder than John UE, 3,2
1,2 (5) If John is older than John, then it's tie case that John is older than

John NCE, 4
1,2 (6) It's not the case that John is older thaim PCDR, 5
1,2 (7) John isn't older than John NCI, 6

1 (8) Every man isn't older than himself , )2
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I remind the reader that | do not use in my system null quantifier, and |
therefore had to use in line (8) the non-idiomatidversal quantification with
negative copula, instead of the idiomatic sentélNoeman is older than himself.

Next, | prove that any intransitive relation iseftexive. | shall prove it for the
(de factg intransitive relatioparent of | allow myself a few shortcuts.

1 (1) If a persorx is a parent of a person and persory is a parent of a
persorg, then persom isn't a parent of persan Premise

2 (2) Jane is a person Premise

1,2 (3) If Jane is a parent of Jane, and Jan@&ent of Jane, then Jane isn't a
parent of Jane UE, 1,2

1,2 (4)If Jane is a parent of Jane, and Janga&ent of Jane, then it's not the
case that Jane is a parent of Jane NCE, 3

1,2  (5) It's not the case that Jane is a paredané PCDR, 4

1,2  (6) Jane isn't a parent of Jane NClI,

1 (7) Every person isn’t a parent of himself ul, 6,2

| used in sentence (1) the locutions ‘a pergoand ‘personx as a universally
quantified noun phrase and its anaphor, respegtiiélese and similar locutions,
although having a technical or formal ring, areenfused in spoken and written
natural language when claims like those made iteger (1)—themselves having
the same ring—are made. | therefore found it legite to use them in my
arguments, which are supposed to be carried outioral language, minimally
stylized.

Lastly, let us prove that any symmetric and tr@aresirelation is also reflexive,
if any particular relates to at least one particulashall again prove this for a
particular relation, this time the relatias old as And again, | shall allow myself a
few shortcuts.

1 (1) Ifamarxis as old as a man then mary is as old as max
Premise
2 (2) Ifamarxis as old as a may) and mary is as old as a max) then
manx is as old as man Premise
3 (3) Everymanis as old as some men Reemi
4 (4) Johnis aman Premise
3,4 (5) Johnis as old as some men UE, 3,
6 (6) Peterisaman Premise
7 (7) Johnis as old as Peter Premise
2,4,6 (8) If Johnis as old as Peter, and Petas isld as John, then John is as
old as John UE, 2,4,6
1,4,6 (9) |IfJohnis as old as Peter, then Pstasiold as John  UE, 1,4,6
1,4,6,7(10) Peteris as old as John MP (RCD,7
1,2,4,6,7(11) John is as old as John &I+MP (RED,10,8

1,2,3,4(12) Johnis as old as John mBl,7511
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1,2,3 (13) Every manis as old as himself , 1214

11.5 Identity, and on the Nature of Predication

The last subject | shall discuss in this chaptehasv the semantic principles
developed in this work can be applied to the amalgEidentity, and how identity
can be incorporated in the deductive system deeeldrere. In the course of this
discussion we shall digress to a discussion ohdtere of predication and of the
dual use of terms as both logical subject termspaadicates.

A typical sentence used to make an identity stateris the following:

John is the man standing over there.

Grammatically, this sentence is a subject—predisatgence, like ‘John is tall’ or
‘John is a man’Prima facie identity statements are made with sentences iohwh
the predicate is a singular referring expressiomd A& fact, | do not see why they
should not be considered such sentences. Indezdatire of predication in such
sentences is different from its nature in othedgiof sentence. But then, there is
very little in common between other kinds of predicn either. Consider, for
instance, the following examples:

John is 1.85 meters tall
John is tall

John is strong

John is intelligent

John is asleep

John is a man

John is an engineer.

The nature of predication in any one of these seet® is very different from its
nature in any of the others. Specifying the dimamsiof somebody, comparing
them to common dimensions, ascribing an abilitycribgg something which
resembles a complex ability, describing one’s statassifying, telling one’s
profession: all these have very little in commoheTommon semantic content of
acknowledged forms of predication is minimal; imierely saying something about
the particulars referred to. And when we say tlitnJis the man standing over
there, we also say something about John: wevbayhe is.

What doesdistinguish identifying predication from all theanples just given
is that all other predicates can apply to more thaingle individual; while if John
is the man standing over there, then no one elgeimman standing over there. If a
singular definite referring expression is used gsedicate, then it can apply, with
the same meaning, to a single particular at magtttds uniqueness in application
is true of some other acknowledged predicates #s evg., ‘won the race’ or ‘the
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tallest man in Oxford’. In fact, statements contajndescriptive predication in

which the predicate is a definite description, aghe last example, shade into
identity statements. So the number of particularsvhich a predicate can apply
does not constitute a reason against consideriegtity statements subject—
predicate in structure.

The difference between my analysis of identity &nelge’s is a result, and in a
way epitomizes, our different conceptions of pratan. Frege thought that
concept-words are always predicative, designatiogcepts or functions from
arguments to truth-values. According to him, wisatharacteristic of a concept is
its unsaturatednesblfigesattigthe}t its need of supplementation or its predicative
nature (1891, p. 17; 1892, pp. 193, 197, 205). Thifed analysis of concepts he
took to be one of his main achievements, as istatieby a note written in August
19086, entitled ‘Was kann ich als Ergebnis meindsefransehen?’. This analysis of
concepts does not leave any room for construingtiiyjesentences as subject—
predicatein nature (1892, p. 194).

By contrast to Frege, | maintain that some gentmahs, or what he called
‘concept-words’, can also be used as referringesgions, a use in which they are
as little ‘unsaturated’ as proper names are; wHileconsider predication
semantically heterogeneous, having in common dréyntinimal content afaying
something abouiOn this minimalist approach, the analysis ofgtmgular referring
expression following the copula in identity statemseas a predicate is natural.

Ironically, Frege was misled into his mistakenwief concepts, a view which
he considered one of his main achievements, by Wwaaime and again warned
against: mistaking mere grammatical uniformity #ological or semantic one. The
semantic diversity of predication, acknowledged lbgicians from Aristotle’s
Categorieson, disappeared under Frege’s pseudo-homogenmaste relation of
falling under a concept.

My minimalist conception of predication is clogethat of Aristotle. Following
Plato in theSophist(262c-263d), Aristotle maintained that a simplepmsition is
composed of a nourofomg and a verbrhemg. Of the verb he says that ‘it is
always a sign of something said of something eise, of something either
predicable of or present in some other thin@n( Interpretation3, 16b10).
Similarly, a few lines later he writes that ‘of pasitions, one kind is simple, i.e.,
that which asserts or denies something of sométliingl. 5, 17a20; cf.Prior
Analyticsl.1, 24a16). (This minimalist conception seemagoee with that of the
Stoics as well: according to Apollodorus and hikofeers, a predicate is what is
said of something, or a thing associated with an@are subjects (DL vii.64).)

Since what is common to all forms of predication rinimal—saying
something of something—different kinds predicateitfiwith content in different
ways. This too seems to have been noted by AmstistithePrior Analytics(1.37,
49a6) he writes:

‘This belongs to that’ and ‘this is true of thaticld be taken in as many ways
as the ways the predicatés{ goriai) have been divided.
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When we predicate a proper name, the content opthdication is determined
differently than it is when we predicate, say, anomn noun. While in the latter
case we sawhatsomething is, in the former we sahoit is.

This is the place to raise a related difficultyaor referential analysis of the
subject termS in ‘g SareP’. The term ‘students’ is obviously used with tlzere
meaning in the following two sentences:

1 Some students have failed the exam.
2 John and Mary are students.

However, while in sentence (1) ‘students’ is a gratical subject term, in
sentence (2) it is used as a predicate. How cadésits’ have the same meaning in
both uses?

The Fregean approach has no difficulty here: ithts®ntences ‘students’ is
used as a logical predicate, according to Fregeadyais; grammar in this case is
misleading. But what can be said if ‘students’ihié analyzed as a logical subject
term? Either we say that it is used as a logichjesu term or referring expression
in (2) as well, which is highly implausible; or thtis a logical predicate in (2), but
then it seems we cannot maintain it has the sanamimgein both sentences. It thus
seems that the referential analysis faces a caaditdedifficulty here.

First let us note that the feeling that there idifficulty here is distinctive of
Fregean logic. For over two millennia, Aristotelidwgic used the same term
alternately as—on its view—Ilogical subject termpoedicate, without suspecting
that any logical or semantic difficulty is involveid this double use. This is
demonstrated, for instance, by its use of ‘studierd’ standard syllogism:

Every student is a human being.
Some Europeans are students.
\ Some Europeans are human beings.

Although this note does not resolve our difficulitylends plausibility to the view
that the difficulty is distinctive of the Fregeaiew of logic and semantics.

The difficulty that now faces us made Peter Geattbivalent in his attitude
towards his own analysis of the referential rolecoinmon nouns, which we
mentioned above. Following Frege, Geach maintaihedl there is ‘an absolute
category-difference between names and predicab(@868, p.59; Geach's
distinction between predicate and predicable nexdletain us here). He describes
and justifies this ‘absolute category-differencefallows:

It is logically impossible for a term to shift akidaetween subject and predicate
position without undergoing a change of sense disasea change of role. Only
a name can be a logical subject; and a name cagtairt the role of a name if it
becomes a logical predicate; for a predicate pusgorgive us what holds good
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or does not hold good of an individual, but a namest serve to name or refer
to an individual. (ibid., p. 48)

This distinction—a ‘Platonic insight—was lost byrigtotle, who replaced it by a
two-term theory. And Aristotle’s ‘going over to theo-term theory was a disaster,
comparable only to the Fall of Adam’ (ibid., p. 47)

On the other hand, as we saw above, Geach dogstHzt, although in ‘Some
Europeans are students’, ‘students’ is a predidate,a common name—a plural
referring expression—in ‘Every student is a humamngy. His own convictions
thus force on him an apparently insoluble dilemma:

As | said, Aristotle’sDe Interpretationerecognized as belonging to the
category of names not only proper names like “Sesfabut also certain
common names like “man”. This simple and naturaelwivas rejected by Frege
and Russell, for reasons that | do not find conmigic and most modern
logicians have followed Frege and Russell in thater; ... What we still have
not got is a formal theory that recognizes theustatf some general terms as
names without blurring the distinction between narmed predicables. Success
in stating such a theory would be Paradise Regaliitgd., p. 61)

As | mentioned above, the ‘absolute category-tkffiee’ between logical
subject term and predicate is an innovation of €aedogic, one that did not exist
in Aristotelian logic. Is it an artifact of Fregesyntax, or is the latter dependent on
it? To those who think that Frege’s logic is nattbf natural language, the former
possibility is of course attractive. An importarteanative to Fregean logic that
was developed in the twentieth century is Fred Seram who reverted to
Aristotelian term logic. Consequently, Sommersctgd Frege’s absolute object—
concept distinction. Here is his opinion on it:

If objects and concepts are as different as Frege they are, then it would
seem entirely reasonable to hold that object-wandd$ concept-words are as
syntactically different as Frege makes them and phehibition against
predicating object-words is also reasonable. | dofimd much in this... To
anyone who finds an alternative to the atomicitgsth, the object—concept
distinction loses its syntactic authority and beesm metaphysical distinction
of no great interest to the logician or the gramamar The strength of the
object—concept distinction is precisely the strbraftFrege’s logical syntax; the
former is dependent on the latter and not viceargk982, p. 125)

This is encouraging; but of course we have to emarfirege’s arguments for his
distinction.

Frege devoted one of his more important papers, Goncept and Object’
(1892), to justifying this distinction. His argumerthere crucially depend on his
arguments against taking ‘mammals’ in ‘All mammalse land-dwellers’ as a
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logical subject term, and for taking it as logigafiredicative. We examined and
rejected his arguments there and in other writinggectiord.1 (see also Ben-Yami
2006). On the other hand, as noted above and aslaia®ed by Sommers, Frege’'s
metaphysics of concepts—their unsaturatedness &tcsurely not incumbent on
logicians to accept. WitBucha view of concepts, concept-words definitely canno
be used with the same meaning both as referringeegjons and as predicates.

Still, showing that the appearance of a difficuligvolves a Fregean
metaphysical view of concepts, and even showing fnege’s arguments for his
distinction are unsound, is not enough. One shaléd supply an alternative
account of predication, which should enable exjpoessthat can be used as
referring expressions to be used, without changeezning, as predicates as well.

Given our minimalist conception of predicationeth is no difficulty in the
apparently dual use of ‘students’ in (1) and (2p\ah namely both as a referring
expression and as a predicate: you can predidagests’ of John and Mary if and
only if you can refer to them by ‘students’. Thegicative use of ‘students’ does
not involve any special semantic content that madsepossibility in need of any
further justification.

In support of this position we can use a methdtbituced by Kripke in his
discussion of identity ilNaming and Necessi(i1980, p. 108). Ignore ‘student’ for
the moment, and let us instead introduce the tstodént* to refer to students,
one or many. We can thestipulate that just in case we can refer to John by
‘student*, as for instance in ‘This student* isllant’, we can also predicate it of
him, i.e., the following sentence shall then beetridohn is a student* (similarly
for plural subjects). This is something tlwain be saidof John if you can refer to
him by ‘student*. Accordingly, the referential usé ‘student* carries in its wake
a predicative use of the term as well. And the egent of our stipulation for
‘student* with the way ‘student’ is actually uséd natural language supports the
claim that there is no difference in meaning betwie two terms. This dual use of
terms thus poses no difficulty for their analysisraferring expressions when used
as subject terms in quantified subject—predicatéesees.

But even if the use of ‘student’ as a logical sabjterm carries in its wake the
possibility of its use as predicate, doesn'’t thentehange its meaning when used in
this way? —I believe a too narrow, homogenous cptige of haming something
motivates this doubt. To convince ourselves of, theitus examine the diverse uses
of propernames. Consider, for instance, the use of ‘Jahn’ i

John is at home.
This man is John.
John!

Although the name is used to refer to John in ite¢ $entence, it is not so used in
the second; there it is used to say who a certaim is) to identify him. And in the

third sentence it can be used either to call Jedhwyarn him, or to various other
ends. But still, this variety of uses makes the @malohn’s name; no additional
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explanation is needed in order to understand howo@ that is used to refer to
John can also be used in order to draw his atientmilarly, no additional
explanation is needed to explain why the word ‘comiiich can be used to refer to
cows, can also be used to classify animals, aghis‘is a cow’. The possibility of
all these uses is what it means that ‘cow’ namesco

We thus see that the minimalist view of predigatidogether with an
understanding of what it is for a name—singulaphmral—to name something,
explain the possibility of using the same expressiwith the same meaning, both
as a referring expression and as a predicate. Rhegght that predication is a
homogenous semantic relation, expressing a relationetaphysical significance.
Rejecting his view, and replacing it with the viévat predication has the minimal
common content of saying something about partisulaferred to by other means,
resolves the difficulty that seemed to face thdyasigmof subject terms in quantified
sentences as plural referring expressions. It séemsnuch to claim that this is
Paradise Regained, but perhaps logic is savedsinvty from a Fregean Sinn.

Let us now return to our discussion of identity.efdn has always been some
dissatisfaction with the analysis of identity ase#ation, one holding necessarily
between any thing and itself alone. In consequefoege (1879, § 8) and others
have repeatedly attempted to interpret identitytestents, especially those
involving two proper names, as statements aboutisveiattempts that were never
satisfactory. If identity is a relation, it is cairily an exceptional one, one which
probably extends the meaning of ‘relation’. Thelgsia of identity as a relation is

not any more plausible than its analysis as a &frgtedication.

Moreover, if we consider identity statements adkiof subject—predicate
statements, then an alleged ambiguity of the coputiismissed as only apparent
and a result of a mistaken semantic analysis. ®ef ‘John is tall' and that of
‘John is the man standing over there’ are, semahtjcone and the same. The ‘is’
of identity is the ‘is’ of predication. This simfjling result supports, of course, our
analysis. In addition, if these uses of the coputgie semantically different, then
the fact that the same ambiguity reoccurs in mamyote languages would be an
improbable coincidence.

We find the idea that identity is a relation natuior several reasons. This is
how we have seen identity construed ever sincetavéed learning logic, we have
seen this idea at work within a powerful deductystem, and identity has been

Error! Reference source not found. clxxiv

2 In this way man'’s dignity can be maintained in thee of Russell's reproach, that ‘it is a
disgrace to the human race that it has chosen piogrthe same word “is” for these entirely
different ideas’ (1919, p. 172).
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assimilated—in notation and function—to the relatad mathematical equality (cf.
Frege, 1892, p. 194). What we find natural is tgfljcwhat we are accustomed to.

But other logicians, unfamiliar with our Fregeamadition, were differently
disposed. Aristotle writes very little on the usepooper names as grammatical
predicates, and what he does write is partly oles@nior Analytics | 27, 43a25-
35). He objects to proper names or to the indiMgltlaey name (the distinction
between sign and signified not being always cleaAiistotle’s semantics) being
predicated ‘truly and universally’ of other things:

Of all the things which exist some are such thay/tbannot be predicated of
anything else truly and universally, e.g. Cleon &dllias, i.e. the individual
and sensible.

Like Smith (in Aristotle 1989, p. 150) and unlikaf®es (2007, pp. 156-8), | think
‘universally’ here does not designate quantity (gea to ‘particularly’), but has a
metaphysical sense; that is, ‘Cleon’ cannot be ipa¢eld truly as ainiversal of
anything else. If so, then the possibility thatcén be truly predicated as an
individual is not here denied. The use of an expression img tlagain the
distinction probably is not clear) as a predicatahien considered natural, a few
lines below, only if it is a universal: ‘it is cleghen that some things are naturally
not stated of anything’. Still, a proper name c thdividual and sensible can be
predicatedincidentally of other things, as Aristotle maintains when heatades
his brief discussion of proper names as predidatdge next sentence:

For as a rule each sensible thing is such thainhot be predicated of anything,
save incidentally: for we sometime say that thaitevbhbject is Socrates, or that
that which approaches is Callias.

Aristotle thus seems to consider names used igriimmatical predicate position
in identity statements as logical predicates, algfohe considers this predication
‘incidental'—the meaning of this qualification hemet being entirely cled.

Al-F r b, the great Muslim logician and philosopher (c.8B0), also thought
that identity statements are subject—predicatetim.f According to him, a singular
referring expression—an expression signifying alividual, in his terminology—can

Error! Reference source not found. clxxv

3 Alexander of Aphrodisias (2006), in his commentamthese passages (290,23—291,38), is ill
at ease with this kind of predication, which helscainnatural’ para phusin. His reason,
however, is epistemic (291,24-38): ‘this kind ofidental predication occurs when the
substratum is less well known than one of its asuil. So he also accepts the possibility of
predicating a proper name, but he thinks thatithabt the sound or normal way to go when
trying to solve problems—the subject under disaussi this section of therior Analytics
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be a predicate in a subject—predicate judgmentg(485128, § 1). His examples were
‘Zaid is this one standing’ and ‘This one standmgaid’ (ibid., § 2).

Jean Buridan (ca. 1295-1358) also allowed propmmes to function as
predicates. In fact, he even used the possibilipredicating proper names in order to
define an individual or a name of an individuale(idistinction between a name and
what it stands for not being explicit in his terpimgy). Thus he writes (QiPI 9,
Tatarzynski 1986 pp. 159-162, translation takerth wlight modifications, from
Klima 2008 p. 87):

Therefore | posit the conclusion in accordance with foregoing that the
definition of individual properly so-called is good this way, namely, an
individual is predicable of one thing only, thatts say, an individual is a
predicable for which it is impossible to suppositept for one thing only on the
basis of its signification or imposition.

The context makes it clear that by an individuaname of an individual Buridan
means, at least among other expression, propersndn examples there being
‘Socrates’ and ‘Plato’.

Free of contingent cultural inclinations, thererig obstacle for considering
identity statements a kind of subject—predicatestant.

It seems, in fact, that no one earlier than Flegemaintained that the copula is
ambiguous in this respect, and that identity se®mre not subject—predicate ones.
From a historical perspective, the conviction @& ghilosophers and logicians of the
last century that this ambiguity is the case isstkeeption in need of justification, and
not the other way round.

And there have been a few dissenting voices avemi Fregean era. Sommers
(1969) also maintained that the ‘is’ of identitytiet of predication, and for reasons
similar to some of mine: ‘not proliferating sensés'is” beyond necessity’ (p. 500)
and avoiding ‘Frege’s famous difficulty with idemgtstatements’ (p. 504)He did not

Error! Reference source not found. clxxvi

4 Sommers, however, admits noun phrases of the ‘BllfBocrates’ and ‘some Socrates’ into
his system, in order to account for inferences liimg proper names, even in sentences that
are not identity-sentences. But surely sentenges'Aill Socrates is (or are) unwise’, ‘Some
Socrates is Socrates’ etc., where ‘Socrates’ fonstas a proper name, are not part of natural
language. Sommers’ logic, even if it yields valiguanents, cannot be considered as a logic of
natural language. What it does rather resemblesntheduction of imaginary and complex
numbers in order to prove some theorems aboutmealbers. By contrast, | use in my
derivations only natural-language sentences, drsadences in my arguments—not only their
premises and conclusion—are supposed to be vaklyed within natural language.

Other central aspects of Sommers’ logic, as dpeeldn his later book (1982), are also far
removed from the analysis of natural language dgeel here. Sommers ‘holds that reference
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mention, however, anything like my minimalist copiten of predication, which is
my main justification for admitting identity sentas as a form of subject—predicate
ones.

Independently of Sommers, Michael Lockwood, irepirby Mill, has also
maintained that proper names can function as mtdic Mill thought that proper
names have denotation but no connotation (Mill,218.I1.5, p. 31), and that the
meaning of a subject—predicate sentence, whergutiject is a proper name, ‘is, that
the individual thing denoted by the subject, has #ttributes connoted by the
predicate’ (ibid., 1.V.4, p. 108). Mill consequenthaintained that when we predicate
of anything its proper name we convey only that ihits name (ibid., 1.11.5, p. 37; cf.
ibid., p.34; 1.V.2, p. 101). In contemporary temrology, a proper name in the
predicate position is, according to Mill, mentiortad not used. However, Lockwood
tried to show that even within Mill's framework wgan maintain that proper names in
the predicate position do have connotation. Mihaeded that when we tell someone
that a man is Brown we enable himitentify that individual (ibid., 1.11.5, p. 37).
Thus, according to Lockwood (1975, pp. 494-5), whatoper name in the predicate
position can be said to connotebising identical with a certain individual take
Lockwood’s analysis to be the same as mine, nantielf, a proper name in the
predicate position is used to sakio someone is (or, in the case of places efisich
place some place is, etc.). Lockwood also argutattefely (8 Il) against the very
few arguments that can be found in Frege’s writiengd subsequent literature for the
distinction between the ‘is’ of identity and thdtpoedication.

Lastly, Benson Mates (1979, p. 220) also found ¢omclusive evidence’ for
distinguishing an ‘is’ of identity from an ‘is’ gfredication. Mates, however, thought
that although ‘is’ has a single sense, identity pretlication aralifferent particular
cases of the copulative structure (poinfs @nd (i) on pages 223-4); this, he
explained, is analogous to the way in which ‘thmedength as’ and ‘shorter than’ are
different particular cases of ‘no longer than'haligh the latter has a single sense
(pp. 217-8). Mates seems to have thought thatadipating we ascribe an attribute to
a particular (p. 217), and he therefore could wois@er identity a particular case of
predication; but if we substitute a minimalist ception of predication for his, then
this obstacle is removed.

The idea that identity statements are subjectigated in form can easily be
represented in the artificial language developedhia work. The basic form of
sentences, according to this language(rip,, ... np) isfisn’t P, where P’ is ann-
place predicate. In case=1 and hp, is a singular referring expression, the

begins with “some S™, and he ‘treats most defirstéjects (proper names, demonstratives,
definite descriptions) as anaphoric expressionsttage back reference to propositions of the
form “some S is P (p. 5). Contrast secti6r2 above. He also thinks that every elementary
sentence is of the form NP/VP, witime dominant noun phrase (e.g., p. 9); while elemgntar
sentences, according to my analysis, may contgimamber of noun phrases—none of which
being more dominant, in any semantic sense, thprofathe others—with an appropriate
place predicate (cf. &.6).
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affirmative sentence is of the form is P, where P’ is a one-place predicate. We can
now admit sentences of another form as well, thosahich a singular referring
expressionty’ replaces P’ in the last formula:a is b.

We now have to specify how these sentences ackinseur deductive system.
The following are their introduction and eliminaticules:

Identity Introduction(Law of Identity). In any line (i) any sentence tbk
form ‘a is d, where @ is any definite singular term, can be writtent no
relying on any line. Its justification is writterdf’.

Identity Elimination(Indiscerniblity of Identicals). Suppose that sewe (i)
is ‘a is b, where &’ and b’ are definite singular terms, and that appears
in sentence (j) too. Then in any line (k) one caiteathe sentence identical
to sentence (j) apart from the fact that iraithas been substituted by ‘in
some or all of its appearances. Line (k) relieshenlines on which lines (i)
and (j) rely. Its justification is written ‘IdE, j’.

Given the meaning of identity, both derivation eulgreserve validity. We also
assume extensionality, namely that referring exgioes contribute to the truth-
value of a sentence only through their referencés—aksumption is expressed by
the Identity Elimination rule.

From Idl it follows that identity is reflexive. lteus now prove that it is also
symmetric and transitive:

1 (Daisb Premise
(2)aisa Idl
1 (d)bisa IdE, 1,2

1 (Daisb Premise
2 (2)bisc Premise
1,2(3)aisc IdE, 2,1

Notice also that our derivation rules for idenfityour claim that the referential
use of a proper name and of other referring expmesgresupposes reference, not
existence (p.43). In any line in a proof we carteyrfor instance, ‘Pegasus is
Pegasus’, where ‘Pegasus’ refers to the mythicedehahich never really existed.
And in contrast to the predicate calculus, we carninter from this by our
derivation rules that Pegasus exists. The pogyibif such invalid arguments
necessitates the addition of some constraints @muske of names to the deductive
systems of the predicate calculus, constraintsrtiight seemad hoc The system
developed here needs no similar modifications.

Having allowed proper names into predicate pasitive can allow anaphors
into that position too, as in the sentence ‘Johhinsself’. We can then prove the
following theorem:
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1 (1) Johnis aman Premise
(2) John is John Idl
(3) John is himself Al, 2

(4) Every man is himself Ul 3,1

Since proper names and anaphors can occupy tHeate position, we might
ask whether we should allow quantified noun phrdsethis position as well.
Indeed, sentences like ‘John is every man’ or ‘Everan is some man’ are
exceptional. But notice, first, that the secondtesece is both a tautology and a
theorem of our system:

1 (1) Johnis aman Premise
(2) John is John Idl
1 (3)Johnis some man Pl, 2,1

(4) Every man is some man Ul, 3,1

Secondly, the use of quantified noun phrases idipage position is natural and
important in sentences that specify how many soeréicplars are. For instance,
‘John and Peter are two men’, ‘They are five stisleetc. It should therefore be
permissible. In fact, we can even introduce a défimlike the following:

If ‘ais aP’, ‘bis aP’ and ‘a isn't b’ are true, thend andb are twoP'’s’ is
also true, andice versa

This can be seen as a definition of being two. \&fe generalize it and give an
inductive definition for all natural numbers:

If ‘a; anda, and ... andh, aren P's’, ‘b isP’, and b isn't a;" and b isn’'t
a) and ... bisn't a, are all true, thend; anda, and ... anda, andb are
n+1 P's’ is also true, andice versa

We can now use these definitions to prove all softarithmetical theorems, for
instance, that two and two are four:

1 (1)aandb are twoP’s andc andd are twoP’s anda isn’t c anda isn't d andb

isn't candb isn’'td Premise
1 (2)aandb are twoP’s andc is aP andd is aP andc isn't d anda isn’t c anda
isn'td andb isn't candb isn'td sentence (1) and definition of 2
1 (3)aandbandc are thred”’s andd is aP andc isn't d anda isn’t d andb isn’t
d sentence (2) and definition of 3
1 (4)aandb andc andd are fourP’s sentence (3) and definition of 4
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Similar proofs can be given for the sum of any retnumbers. The commutativity
and associativity of addition follow immediatelpfn those of conjunction.

In this way we may gain, by means of the dedudixgtem developed above, a
foothold in arithmetic. But although it containspeyp we shall leave Pandora’s
Philosophy of Mathematics box shut, after havingpeal inside through a crack.
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Conclusions

We have seen that the semantic categories of hé&nguage do not coincide with
those of the predicate calculus, and that somégrkemented in them in different
ways. Many, probably most sentences of naturaldagg cannot be translated by
sentences of the predicate calculus with the samegven roughly the same
semantic characteristics. These distinctions betweatural language and the
predicate calculus make the latter unfit for thalgsis of the logic and semantics
of the former.

This conclusion flies in the face of much of thedition of analytic philosophy.
Russell (1905), Reichenbach (1947, chap. VII), @(gee the entry ‘Predicate Logic’
in hisQuidditie, Davidson (1980, essays 6 and 7) and many othelsding formal
semanticists at least from Montague (1973; e.g.translations on p. 266) onward,
tried to analyze the meaning and logic of senten€estural language, or sometimes
of thoughts expressed by means of such sentenitbghe help of some version of
Frege’s predicate calculus. One conclusion of wask is that this attempt is futile
and should be abandoned.

Frege’s own attitude to his calculus, inheritedsbyne other philosophers, to a
large extent originated this tradition.

Indeed, on the one hand Frege says that the eslais developed to be a tool
for carrying out chains of inferences, a task fbicl natural language is inadequate
(1879, Preface, p. IV), and its application totarmietic and geometry should therefore
be most fruitful (ibid., p. VI; cf. 1884, § 91). $iicalculus was not intended for the
analysis of natural language, but rather as a ifuflestfor certain purposes.
(Cf. Russell, 1957, pp. 387-8; Quine, 1953, pp-350

However, on the other hand, in order to justify lbigic and calculus, Frege tries
to show that contrary to what the grammar of natarsguage has led us to think,
common nounsas used in natural languagare not logical subject terms but logical
predicates. We saw in sectidril how he tried to establish the predicative mabfr
common nouns in suahatural languagesentences as ‘All whales are mammals’, ‘All
mammals have red blood’, etc. He also considersdcldim that concepts are
functions one of his main achievements (Frege, }9@8d among concept-words
common nouns are meant to be included. Frege skizerefore be taken to maintain
that his calculus reveals in a perspicuous formataag concept-words function in the
grammatically misleading natural language as vkl these reasons he should be
considered the founder of the tradition that aredythe semantics of natural language
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by means of the predicate calculus. In this bowledl to show that Frege was wrong
in his analyses.

Russell’s attitude resembles Frege’s in this retspe his ‘On Denoting’ of 1905
he analyzes sentences of English—e.g., ‘| met &, riddhmen are mortal’ and ‘The
father of Charles Il was executed'—by translatimgnt into a version of the predicate
calculus. For that purpose he uses, for instaraeéahles, sentential functions and
quantifiers as operators on sentential functions; lae interprets common nouns as
predicates, and universal sentences as ‘reallythgpoal’ (ibid., p. 481). Russell
even criticizes Frege’s treatment of denoting psdsy saying that it ‘is plainly
artificial, and does not give an exact analysistloé matter’ (ibid., p. 484),
demonstrating by that his commitment to a correalysis of expressions oftural
language Later on, in higntroduction to Mathematical Philosoplof 1919, he again
analyzes by means of the predicate calculus sesgenic natural language, which
include the four kinds of quantified sentences nétatelian logic and sentences with
definite and indefinite descriptions (pp. 161-3 ahép. XVI). And he again claims
that this analysis shows what their form ‘really’ (p. 161) or what they ‘contain’
(p. 171). And he continued to hold until late is life the same opinion on at least
what his theory of descriptions achieves (194859-60).

Like Frege, Russell evidently thinks that the jat® calculus reveals the way
concepts function in natural language. Accordindita, the calculus departs from
natural language in that syntactical ambiguity,cltis hard to avoid in language’, is
‘easily avoided’ in it (1905, p. 489). As late &57 (p. 388) he maintained that ‘in
philosophy, it is syntax, even more than vocabuldogt needs to be corrected.” He is
therefore clearly in the tradition originated bye§e and criticized in this work, of
analyzing the semantics and logic of natural lagguay means of the calculus. This
tradition spread and established itself mainlyugfoRussell’s influential work.

In addition, Frege also writes that his new lagguavill free thought from
mistakes caused by natural language (1879, pp.IN]¥at it is a language ‘of pure
thought’ (ibid., subtitle), and that the new langeds more adequate than natural
language for expressing contents accurately (18823, p. 1). These last claims are
also highly implausible in the light of this bookie predicate calculus is an
impoverished language compared with natural languagd the latter seems capable
of being as accurate as we need.

Lastly, Frege maintained (1879, p. VII) that lob&s been too closely connected
to language and grammar, and that one of the aatyasof his calculus is that it will
free logic from these connections. But in fact, WFi@ge brought about was that logic
became closely connected to the grammar of a diffelanguage, his predicate
calculus. Pace Frege, the logical relations that logic investgatre not between
abstract Platonic thoughts but between meaningfutesices or utterances of a
language. And a consequence of Begriffsschriftwas that instead of studying the
logic of the languages we use, logicians studieddgic of a very different language,
one which is hardly ever used outside logic.
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In what may the value of an artificial language liecan be valuable if it enables us
to study and analyze various aspects of naturglzge. The propositional calculus is
such a language, representing some of the ways sentence-connectives function
in natural language. However, if the central clamade in this book are correct, the
predicate calculus cannot serve this end.

On the other hand, an artificial language meplacenatural language in certain
domains, being a better tool to convey what we wa@sty about certain matters. The
formulas of arithmetic constitute such a languagewell as musical notation. If we
used only natural language in arithmetic or musiwould be practically impossible
to convey what is easily expressed by means oethdificially devised languages.
Moreover, one language can replace another evéreyf are very different, both
semantically and logically. Accordingly, even ifim right and the study of natural
language should not be conducted by means of #wigate calculus, one may still
claim that the calculus should serve as the laregohgome science.

Frege indeed thought that his artificial languatye, predicate calculus, would
have such a function in mathematics (1879, p. \8841 § 91). And some other
philosophers have similarly maintained that thedjpete calculus should replace
natural language in the sciences, being a moreuatietpol for science than the latter.
Quine, for instance, claimed (1953, pp. 150-1) fbanal logic, by which he meant
the predicate calculus, is a tool for the scientist

However, the development of mathematics has prdwesje mistaken: the
predicate calculus is hardly ever used in mathesatitside mathematical logic. And
since its invention, the calculus has not madeimoad into the sciences. Moreover,
| am not acquainted with any good argument thala@x@why the predicate calculus
should be more efficient than natural languagesfitience. And lastly, given the
impressive progress of the sciences in recent gesfut is unclear why anyone
should think that their languages need to be reglat therefore think there is no
reason to hold the predicate calculus adequateics & substitute, while there are
several reasons for thinking it inadequate. In tagpect the predicate calculus is of
little or no value.

Some may argue that essential use is made ofdaécate calculus in laying the
foundations of arithmetic, namely in axiomatic #etory. | am not in a position to
pass an adequate judgment on this claim. Howewepredicate calculus was used in
this project because it was the only powerful dédecsystem available. It is
unknown whether any other system could also sdmeesame purpose. And my
definitions of quantities and my proof that two aweb are four in sectioil.5
(p. 179) suggest perhaps that my system may alssdzefor this purpose. Secondly,
a theory which identifies the number one, say, Withset whose only member is the
set which has no member, can hardly be consideréteaeal foundation of the claim
that one and one are two. One is rather remind&tlittfenstein’s remark, that ‘the
mathematicalproblems of what is called foundations are no ntbeefoundation of
mathematics for us than the painted rock is thep@upf a painted tower’ (1978,
p. 378). | am therefore doubtful whether its usexiomatic set theory can prove the
predicate calculus essential for laying the fouiodatof arithmetic. However, in case
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the calculus is found essential, or most convenfenthis purpose, this will endow it
with a very important function, although one whisttonsiderably limited relative to
those currently ascribed to it.

It may still be said in support of the logical walof the predicate calculus that it is
a very good tool for carrying out inferences. Mo because of this, it made
possible the study of properties of inferences @indeductive systems: soundness,
completeness, decidability, compactness, and solbe.work of Frege, Russell,
Godel, Gentzen, Tarski and others has been invalualihis respect, and they all
relied on some version of the predicate calculus.should not commit it then to the
flames.

| agree that the predicate calculus is suitabledorying out complex inferences,
and that for this reason it has been used in theorirant logical inquiries just
mentioned. But in the third part of this work | éédped a deductive system for
natural language, comparable in its deductive powethe first order predicate
calculus. Logicians’ interest in a system of fornialerences with propositional
combinations of multiply quantified sentences maysbrved by that system as well.

Moreover, the just mentioned logical propertiesiréérences in a language—
soundness, completeness, etc.—are defined indegndé any language, and can
be illustrated in the propositional calculus. Thedicate calculus is not essential for
that purpose. The fact that historically, the praté calculus supplied the initiative
for many logical inquiries and served to illustrafem, does not entail that it is
essential for that purpose and should therefopadserved.

In addition, if the expressive power of the calsuis limited, then its advantages
as a formal system are insufficient to recommend & substitute for natural language
for carrying out inferences. After all, the fachttthe propositional calculus has, as a
system of formal logical inferences, the advantags the predicate calculus of being
decidable, is insufficient to make it preferablesiothe latter for that task; and that is
precisely because its expressive power is ventdincompared with that of the
predicate calculus. We should use, for our infezena language in which we can say
what we need to say; and while natural languagaiih a language, the predicate
calculus is not.

Lastly, a system’s superiority as a formal syst#ninferences is insufficient to
recommend it as a tool for actually carrying odieiences. (And this applies to the
predicate calculus as well as to my formal syst&hgn we actually make inferences
in the course of our scientific or other inquiriisey are rarely formal. Moreover,
when a real doubt concerning the validity of aaiarform of inference arises, we
hardly ever check its validity by consulting anynfial system. Rather, we use
examples and models to establish the validity walidity of the argument form. Now
our ability to carry out inferences in natural laage, in view of the enormous
progress of our sciences, is indisputable. It ierdfore doubtful whether any
advantage asfarmal system of inferences is significant when our 8bit carry out
inferences is considered.

If the predicate calculus has no significant uben an investigation of its
distinctive properties is not of much interest. Tdadculus may still maintain some
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formal interest, since it is distinct from the posftional calculus, and from other
calculi, in some logical properties: while the pospional calculus is complete and
decidable, the predicate calculus is complete butdecidable. In this respect it is
also unlike the second-order predicate calculusichwlis neither complete nor
decidable. (I have not yet inquired whether theudéde system developed in this
book is decidable.) It can thus serve to illustrftess combination of logical

properties. This value, however, is very limiteddacan hardly justify the effort
required to master the artificial language of tredfrate calculus.



Bibliography

' % & $I"#

* - " " + $k) !"(

“H#- -

Alexander of Aphrodisias (2006pn Aristotle’s “Prior Analytics 1.23-31"translated by lan
Mueller, Cornell University Press.

Al-F r b (1956),Eisagoge edited and translated by D.M. Dunldfhe Islamic Quarterly3,
pp. 117-38.

Altham, J.E.J. and Tennant, N.W. (1975), ‘Sortabification’, in Edward L. Keenan (ed.),
Formal Semantics of Natural Languaggambridge University Press, pp. 46-58.

Aquinas, St. Thomas (19655umma TheologicaVolume VI, Latin Text and English
Translation, Blackfriars.

Aristotle (1941),Categories, On Interpretation, Prior Analyticem R. McKeon(ed.), The
Basic Works of Aristot/eRandom House, New York.

Avristotle (1989) Prior Analytics translated by Robin Smith, Hackett Publishing @any.

Armstrong, D.M. (1978),Nominalism and Realism: Universals and ScientifiealRm,
Volume | Cambridge University Press.

Barker, S.J. (1997), ‘E-Type Pronouns, DRT, DynaBeemantics and the Quantifier/Variable-
Binding Model’,Linguistics and Philosophy0, pp. 195-228.

Barnes, Jonathan (2007yuth, etc.: Six Lectures on Ancient Lggitarendon Press, Ofxord.

Barri, N. (1978), See Hebrew list.

Barwise, J. (1979), ‘On Branching Quantifiers ingksh’, Journal of Philosophical Logjd,
pp. 47-80.

Barwise, J. and Cooper, R. (1981), ‘Generalized nfffi;rs and Natural Language’,
Linguistics and Philosophy, pp. 159-219.

Ben-Yami, H. (2001), ‘The Semantics of Kind Ternizhilosophical Studied02, pp. 155-84.

Ben-Yami, H. (2004)Logic & Natural Language: On Plural Reference atsl $emantic and
Logical SignificanceAshgate, Aldershot.

Ben-Yami, H. (2006), ‘A Critique of Frege on Commablouns’, Ratio (new series)19,
pp. 148-55.

Ben-Yami, H. (2009a), ‘Plural Quantification Logi:Critical Appraisal’,Review of Symbolic
Logic, 2, pp. 208-232.

Ben-Yami, H. (2009b), ‘Generalized Quantifiers, adyond’, Logique et Analyse208,
pp. 306-326.

Ben-Yami, H. (2011), ‘Response to Westerstaldgique et Analysdorthcoming.

Bergmann, Shmuel Hugo (1975), See Hebrew list.

Black, Max (1971), ‘The Elusiveness of Sefde Review of Metaphysi@, pp. 614-36.

Boolos, G. (1984), ‘To Be is to Be a Value of a idhle (or to Be Some Values of Some
Variables)’, reprinted in his (1998)0gic, Logic, and LogicHarvard University Press,
pp. 54-72.

Boolos, G. (1985), ‘Nominalist Platonism’, repridten his (1998)Logic, Logic, and Logic
Harvard University Press, pp. 73-87.



Bibliography 187

Bradley, F.H. (1922)The Principles of Logiccorrected impression of the 2nd edition, Oxford
University Press.

Buridan, Jean (1966%ophisms on Meaning and Truth (Sophismdtajslated by Theodore
Kermit Scott, Appleton-Century-Crofts, New York.

Cameron, J.R. (1999), ‘Plural Referené®tio (new series)2, pp. 128-47.

Castafieda, H.N. (1967), ‘Comments on D. Davidsdfise Logical Form of Action
Sentences”, in N. Rescher (edJhe Logic of Decision and Actipruniversity of
Pittsburgh Press, pp. 104-12.

Davidson, Donald (1967), ‘The Logical Form of Acti®entences’, reprinted in his (1980),
pp. 105-48.

Davidson, Donald (1980ssays on Actions and Ever@$arendon Press, Oxford.

De Morgan, Augustus (184 Hprmal Logic Taylor and Walton, London.

Donnellan, K. (1966), ‘Reference and Definite Dggmns’, The Philosophical Reviews,
pp. 281-304.

Dummett, Michael (1981Frege: Philosophy of Languag2nd edition, Duckworth, London.

Dummett, Michael (1991Frege: Philosophy of MathematjdSuckworth, London.

Evans, Gareth (1977a), ‘Pronouns, Quantifiers, Rethtive Clauses (l)’, reprinted in his
(1985), pp. 76-152.

Evans, Gareth (1977b), ‘Pronouns, Quantifiers, Rethtive Clauses (ll)’, reprinted in his
(1985), pp. 153-75.

Evans, Gareth (1980), ‘Pronouns’, reprinted in(bh&85), pp. 214-48.

Evans, Gareth (1982Jhe Varieties of Referend®xford University Press.

Evans, Gareth (1985} ollected PapersOxford University Press.

Frege, Gottlob (1879RBegriffsschrift: Eine der Arithmetischen nachgegi& Formelsprache
des reinen Denken¥erlag von Louis Nebert, Halle A/S.

Frege, Gottlob (1882), ‘Ueber die wissenschaftlidBerechtigung einer Begriffsschrift’,
Zeitschrift fir Philosophie und philosophische KtiB81, pp. 48-56.

Frege, Gottlob (1883), ‘Ueber den Zweck der Besgifhrift', Sitzungsberichte der Jenaischen
Gesellschatft fiir Medizin und Naturwisenschaft féis dahr 1882Verlag von G. Fischer,
Jena, pp. 1-10.

Frege, Gottlob (1884Rie Grundlagen der ArithmetikVilhelm Koebner, Breslau.

Frege, Gottlob (1891), ‘Funktion und Begriff', Hearm Pohle, Jena.

Frege, Gottlob (1892), ‘Uber Begriff und GegenstaNtrteljahrsschrift fiir wissenschaftliche
Philosophie 16, pp. 192-205.

Frege, Gottlob (1893 and 1908rundgesetze der Arithmettelections translated in P. Geach
and M. Black (1960),Translations from the Philosophical Writings of @ath Frege
Blackwell, Oxford.

Frege, Gottlob (1894), ‘Review of HusserRhilosophie der Arithmetik Zeitschrift fur
Philosophie und phil. Kritik 103 pp. 313-32, selections translated in P. Geach and
M. Black (1960), Translations from the Philosophical Writings of @alt Frege
Blackwell, Oxford.

Frege, Gottlob (1895), ‘Kritische Beleuchtung e@ridPunkte in E. Schrodekgorlesungen
Uber die Algebra der LogikArchiv fir systematische Philosophiepp. 433-56.

Frege, Gottlob (1897), ‘Logic’, in his (197®psthumous Writinggranslated by Peter Long
and Roger White, Blackwell, Oxford, pp. 126-51.

Frege, Gottlob (1906), ‘Was kann ich als Ergebné&ner Arbeit ansehen?’, in his (1969),
Nachgelassene Schriftdrelix Meiner, Hamburg, p. 200.



188 Logic & Natural Language

Frege, Gottlob (1914), ‘Logic in Mathematics’, iis f1979),Posthumous Writingdranslated
by Peter Long and Roger White, Blackwell, Oxforgd, p03-50.

Frege, Gottlob (1976YVissenschattlicher BriefwechsEElix Meiner, Hamburg.

Geach, P.T. (1956), ‘Good and Eviknalysis 17, pp. 33-42.

Geach, P.T. (1961-62), ‘Namely-Riders Again’, refgd in his (1972)Logic Matters
Blackwell, Oxford, pp. 92-5.

Geach, P.T. (1962Reference and Generality: An Examination of Somgiévtal and Modern
Theories emended edition 1968, Cornell University Press.

Geach, P.T. (1968), ‘History of the Corruptions Lafgic’, reprinted in his (1972)l.ogic
Matters Blackwell, Oxford, pp. 44-61.

Gentzen, Gerhard (1934-5), ‘Untersuchungen Uberlatasche SchliessenMathematische
Zeitschrift 39, pp. 176-210, 405-31.

Grice, H.P. (1967), ‘Logic and Conversation’, reped in his (1989)sStudies in the Way of
Words Harvard University Press, pp. 1-143.

Grice, H.P. and Strawson, P.F. (1956), ‘In Defenfsa Dogma’,The Philosophical Review
65, pp. 141-58.

Hale, B. (1987)Abstract ObjectsBlackwell, Oxford.

Higginbotham, J. (1998), ‘On Higher-Order Logic adatural LanguageProceedings of the
British Academy95, pp. 1-27.

Hilsen, Reinhard (2000), ‘Understanding the Seromraf “relativa grammaticalia”™ Some
Medieval Logicians on Anaphoric Pronouns’, in K.nvéleusinger and U. Egli (eds),
Reference and Anaphoric RelatipK$uwer, pp. 31-46.

van Inwagen, Peter (1990)aterial Beings Cornell University Press.

Keenan, E.L. (1992), ‘Beyond the Frege Boundathguistics and Philosophyl5,
pp. 199-221.

Keenan, E.L. (1996), ‘The Semantics of Determinars'S. Lappin (ed.)The Handbook of
Contemporary Semantic ThepBlackwell, Oxford, pp. 41-63.

Keenan, E.L. and Westerstahl, Dag (1997), ‘GermalQuantifiers in Linguistics and Logic’,
in Johan van Benthem and Alice ter Meulen (eHg)ndbook of Logic and Language
Elsevier and The MIT Press, pp. 837-93.

Kenazawa, Makoto (2001), ‘Singular Donkey Pronouie Semantically Singular’,
Linguistics and Philosophg4, pp. 383-403.

King, Jeffrey C. (2009), ‘Anaphora’, in Edward Nali (ed.),The Stanford Encyclopedia of
Philosophy (Spring 2009 Edition)
http://plato.stanford.edu/archives/spr2009/entigephora/

Kolaitis, P. and Vaananen, J. (1995), ‘Generali@edntifiers and Pebble Games on Finite
Structures’ Annals of Pure and Applied Logit4, pp. 23-75.

Klima, Gyula (2008)John Buridan Oxford University Press.

Kripke, Saul (1980)Naming and NecessijtBlackwell, Oxford.

Lanzet, Ran (2006\n Alternative Logical Calculus: Based on an Anialyd Quantification
as Involving Plural Referencethesis submitted at Tel-Aviv University, Tel-Aviv.
http://mww.ceu.hu/phil/lbenyami/Lanzet - Alternati@alculus.pdf

Lanzet, Ran and Ben-Yami, Hanoch (2004), ‘Logiogjuiries into a New Formal System with
Plural Reference’, in Hendriclet al. (eds.),First-Order Logic RevisitedLogos Verlag,
Berlin, pp. 173-223.

Lemmon, E.J. (1965Beginning LogicNelson, London.

Leonard, H. and Goodman, N. (1940), ‘The Calculukdividuals and Its UsesJournal of
Symbolic Logig5, pp. 45-55.




Bibliography 189

Lewis, David (1991)Parts of ClassesBlackwell, Oxford.

Linnebo, @ystein (2003), ‘Plural Quantification Exged’,Nods 37, pp. 71-92.

Lockwood, Michael (1975), ‘On Predicating Propemids’, The Philosophical Revievg4,
pp. 471-98.

Lognning, Jan Tore (1997), ‘Plurals and Collectiyitin Johan van Benthem and Alice
ter Meulen (eds)Handbook of Logic and Languagé&lsevier and The MIT Press,
pp. 1009-53.

Mates, Benson (1979) ‘Identity and Predicationlatd® Phronesis24, pp. 211-29.

McKay, T. J. (2006)Plural Predication Clarendon Press, Oxford.

McCawley, J.D. (1968), ‘The Role of Semantics irm@mar’, in E. Bach and R.T. Harms
(eds),Universals in Linguistic TheorHolt, Rinehart and Winston, New York, pp. 124-69.

Mill, J.S. (1872) A System of Logieighth edition, London.

Montague, R. (1973), ‘The Proper Treatment of Qfieation in Ordinary English’, reprinted
in his (1974)Formal PhilosophyYale University Press, pp. 247-70.

Morton, Adam (1975), ‘Complex Individuals and Mglade RelationsiNo(s 9, pp. 309-18.

Neale, Stephen (199@escriptions The MIT Press.

Neale, Stephen (1995), ‘The Philosophical Signifiea of Godel's Slingshot'Mind, 104,
pp. 761-825.

Newton-Smith, W.H. (1985),ogic: An Introductory CourseRoutledge, London.

Oliver, Alex and Smiley, Timothy (2001), ‘Strategifor a Logic of PluralsThe Philosophical
Quarterly, 51, pp. 289-306.

Oliver, Alex and Smiley, Timothy (2006), ‘A Modedtogic of Plurals’, Journal of
Philosophical Logic35, pp. 317-48.

Peacocke, C. (1979), ‘Game-Theoretic Semantics,nffiees and Truth: Comments on
Professor Hintika's Paper’, in E. Saarinen (e@ame-Theoretical Semantjid3ordrecht,
Holland, pp. 119-34.

Peters, S. and Westerstahl, D. (20@)antifiers in Language and Logi®xford, Clarendon
Press.

Platts, M. de Bretton (1979)ays of MeaningRoutledge and Kegan Paul, London.

Quine, W.V. (1948), ‘On What There Is’, reprinted his (1961),From a Logical Point of
View, second edition, Harvard University Press, pp91-1

Quine, W.V. (1953), ‘Mr. Strawson on Logical Theomgprinted in his (1976)The Ways of
Paradox and Other Essaysecond edition, Harvard University Press, pp-339

Quine, W.V. (1960)Word and ObjectThe MIT Press.

Quine, W.V. (1981), ‘Predicates, Terms and Classaeshis Theories and ThingsHarvard
University Press, pp. 164-72.

Quine, W.V. (1982)Methods of Logicfourth edition, Harvard University Press.

Quine, W.V. (1987)Quiddities: An Intermittently Philosophical Dictiary, Penguin Books.

Quine, W.V. (1992)Pursuit of Truth Harvard University Press.

Quine, W.V. (1995)From Stimulus to Sciencelarvard University Press.

Rayo, Agustin (2002), ‘Word and Objectsods 36, pp. 436-64.

Reichenbach, Hans (194Elements of Symbolic Logithe Macmillian Company, New York.

Reimer, Marga and Bezuidenhout, Anne (eds) (20Dékcriptions and BeyondClarendon
Press, Oxford.

Rescher, N. (1962), ‘Plurality-quantification’, #ta&t, Journal of Symbolic Logjc27,
pp. 373-4.

Russell, Bertrand (1903)The Principles of Mathematicsecond edition 1937, George
Allen and Unwin, London.



190 Logic & Natural Language

Russell, Bertrand (1905), ‘On Denotiniylind, no. 56, pp. 479-93.

Russell, Bertrand (1919)ntroduction to Mathematical PhilosophyGeorge Allen and
Unwin, London.

Russell, Bertrand (1946)History of Western PhilosophyGeorge Allen and Unwin,
London.

Russell, Bertrand (1948{uman Knowledge, Its Scope and Limi@eorge Allen and
Unwin, London.

Russell, Bertrand (1957), ‘Mr. Strawson on ReferiMind, 66, pp. 385-9.

Schein, B. (1993Rlurals and EventsThe MIT Press.

Simons, Peter (1982), ‘Number and Manifolds’ anturéd Reference and Set Theory’, in
Barry Smith (ed.),Parts and Moments: Studies in Logic and Formal Q@uiyp
Philosophia Verlag, Miinchen and Wien, pp. 160-260.

Smiley, T. J. (1967), ‘Mr. Strawson on the TraditbLogic’, Mind, 76, pp. 118-20.

Sommers, Fred (1969), ‘Do We Need Identitiffig Journal of Philosoph6, pp. 499-504.

Sommers, Fred (1982)he Logic of Natural Languag€larendon Press, Oxford.

Strawson, P.F. (1950), ‘On Referring’, reprintedhis (1971), pp. 1-27.

Strawson, P.F. (1952ntroduction to Logical TheoryMethuen, London.

Strawson, P.F. (1964), ‘Identifying Reference amdtf-Values’, reprinted in his (1971),
pp. 75-95.

Strawson, P.F. (1967), ‘Is Existence Never a Patet, reprinted in his (1974jreedom and
Resentment and Other Essayethuen, London, pp. 189-97.

Strawson, P.F. (1970), ‘The Asymmetry of Subjects Bredicates’, reprinted in his (1971),
pp. 96-115.

Strawson, P.F. (1971)pgico-Linguistic PapersMethuen, London.

Strawson, P.F. (19743ubject and Predicate in Logic and Grampidethuen, London.

Strawson, P.F. (1986), ‘Direct Singular Refererioctended Reference and Actual Reference’,
reprinted in his (1997Entity and IdentityClarendon Press, Oxford, pp. 92-9.

Tatarzynski, R. (1986), ‘Jan Buridan, Kommentarzlsiagogi Porfiriusza’, (Quaestiones in
Porphyrii IsagogenRrzeglad Tomistyczyng, pp. 111-195.

Westerstahl, D. (2001), ‘Quantifiers’, in Lou Goblkgd.), The Blackwell Guide to
Philosophical LogicBlackwell, Oxford, pp. 437-60.

Westerstahl, D. (2011) ‘Explaining Quantifier Riton: Reply to Ben-Yami',Logique et
Analyse forthcoming.

Wiggins, D. (1981), “Most” and “All": Some Commebn a Familiar Programme, and on the
Logical Form of Quantified Sentences’, in Mark Blged.),Reference, Truth and Reality
Routledge and Kegan Paul, London, pp. 318-46.

Wiggins, D. (1997), ‘Meaning and Truth Conditionsom Frege's Grand Design to
Davidson’s’, in B. Hale and C. Wright (ed#) Companion to the Philosophy of Language
Blackwell, Oxford, pp. 3-28.

Wittgenstein, Ludwig (1953)Philosophical Investigationgranslated by G.E.M. Anscombe,
second edition 1958, Blackwell, Oxford.

Wittgenstein, Ludwig (1978)Remarks on the Foundations of Mathematibérd edition,
Blackwell, Oxford.

Yi, Byeong-uk (1999), ‘Is Two a PropertyThe Journal of Philosoph96, pp. 163-90.

Yi, Byeong-uk (2005-6), ‘The Logic and Meaning dfiRals’, Journal of Philosophical Logjc
34, pp. 459-506 and5, pp. 239-88.



